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CHAPTER 1

Section 1.1

1

a. Los Angeles Times, Oberlin Tribune, Gainesville Sun, Washington Post

b. Duke Energy, Clorox, Seagate, Neiman Marcus

¢. Vince Correa, Catherine Miller, Michael Cutler, Ken Lee

d. 2097, 3.56,220,2.97

3

a. How likely is it that more than half of the sampled computers will need or have needed
warranty service? What is the expected number among the 100 that need warranty
service? How likely is it that the number needing warranty service will exceed the
expected number by more than 10?7

b. Suppose that 15 of the 100 sampled needed warranty service. How confident can we be
that the proportion of all such computers needing warranty service is between .08 and
.227 Does the sample provide compelling evidence for concluding that more than 10% of
all such computers need warranty service?

5.

a. No. All students taking a large statistics course who participate in an SI program of this
sort.

b. The advantage to randomly allocating students to the two groups is that the two groups
should then be fairly comparable before the study. If the two groups perform differently
in the class, we might attribute this to the treatments (SI and control). If it were left to
students to choose, stronger or more dedicated students might gravitate toward SI,
confounding the results.

c. Ifall students were put in the treatment group, there would be no firm basis for assessing
the effectiveness of SI (nothing to which the SI scores could reasonably be compared).

T One could generate a simple random sample of all single-family homes in the city, or a

stratified random sample by taking a simple random sample from each of the 10 district
neighborhoods. From each of the selected homes, values of all desired variables would be
determined. This would be an enumerative study because there exists a finite, identifiable
population of objects from which to sample.

|
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Chapter 1: Overview and Descriptive Statistics

a. There could be several explanations for the variability of the measurements. Among
them could be measurement error (due to mechanical or technical changes across
measurements), recording error, differences in weather conditions at time of
measurements, etc.

b. No, because there is no sampling frame.

Section 1.2

11.
3L |1
f 3H (56678
4L 1000112222234
4H |5667888 stem: tenths
SL 144 leaf : hundredths
SH (58
5 6L |2
6H (6678
7L
TH |5
The stem-and-leaf display shows that .45 is a good representative value for the data. In
addition, the display is not symmetric and appears to be positively skewed. The range of the
data is .75 — .31 = .44, which is comparable to the typical value of .45. This constitutes a
reasonably large amount of variation in the data. The data value .75 is a possible outlier.
13.
a.
12 | 2 stem: tens
12 | 445 leaf: ones
12 | 6667777
12 | 889999

13 1 00011111111

13 | 2222222222333333333333333

13 | 44444444444444444455555555555555555555
13 | 6666666666667777777777

13 | 888888888888999999

14 | 0000001111

14 | 2333333
14 | 444
14 | 77

The observations are highly concentrated at around 134 or 135, where the display
suggests the typical value falls.

2
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Chapter 1: Overview and Descriptive Statistics

b.
J =SS
404
104
2 204 =
£ |
104
] _l »g o ' :
{7 a3 L
u __I 3 { -~ X s - KF b, | Y l'
124 128 132 136 140 144 148
strength (ksi)

The histogram of ultimate strengths is symmetric and unimodal, with the point of
symmetry at approximately 135 ksi. There is a moderate amount of variation, and there
are no gaps or outliers in the distribution.

15.
American French
8 |1
755543211000f 9 (00234566
9432| 10 |2356
6630] 11 |1369
850] 12 (223558
8 13 |7
14
15 [8
2| 16

American movie times are unimodal strongly positively skewed, while French movie times
appear to be bimodal. A typical American movie runs about 95 minutes, while French movies
are typically either around 95 minutes or around 125 minutes. American movies are generally
shorter than French movies and are less variable in length. Finally, both American and French
movies occasionally run very long (outliers at 162 minutes and 158 minutes, respectively, in

the samples).

3
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Chapter 1: Overview and Descriptive Statistics

17. The sample size for this datasetisn =7 +20+26+ ... +3+2 = 108,
a. “At most five bidders” means 2, 3, 4, or 5 bidders. The proportion of contracts that
involved at most 5 bidders is (7 + 20 + 26 + 16)/108 = 69/108 = .639.
Similarly, the proportion of contracts that involved at least 5 bidders (5 through 11) is
equal to (16 + 11 +9+6+8+ 3 + 2)/108 =55/108 = .509.

b. The number of contracts with between 5 and 10 bidders, inclusive, is 16 + 11 +9 + 6 + 8
+3 =33, so the proportion is 53/108 = .49 1. “Strictly” between 5 and 10 means 6, 7. 8, or
9 bidders, for a proportion equal to (11 +9 + 6 + 8)/108 = 34/108 = 315.

¢ The distribution of number of bidders is positively skewed, ranging from 2 to 11 bidders,
|w_it}£ typical value of around 4-5 bidders.

R

19.

a. From this frequency distribution, the proportion of wafers that contained at least one
particle is (100-1)/100 = .99, or 99%. Note that it is much easier to subtract | (which is
the number of wafers that contain 0 particles) from 100 than it would be to add all the
frequencies for 1,2, 3,... particles. In a similar fashion, the proportion containing at least
3 particles is (100 - 1-2-3-12-11)/100 = 71/100 = .71, or, 71%.

b. The proportion containing between 5 and 10 particles is (15+18+10+12+4+5)/100 =
64/100 = .64, or 64%. The proportion that contain strictly between 5 and 10 (meaning
strictly more than 5 and strictly /ess than 10) is (18+10+12+4)/100 = 44/100 = 44, or
44%,

¢. The following histogram was constructed usi ng Minitab. The histogram is almost
symmetric and unimodal; however, the distribution has a few smaller modes and has a

very slight positive skew. =

4 - ~

T T T L] T T . T v T T T T T
o 1 2 3 4 .5 |8 7 L} 9 "m w2 B K
Number of contarminating particics
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Chapter 1: Overview and Descriptive Statistics

a. A histogram of the y data appears below. From this histogram, the number of
subdivisions having no cul-de-sacs (i.e., y = 0) is 17/47 = 362, or 36.2%. The proportion
having at least one cul-de-sac (v = 1) is (47 — 17)/47 = 30/47 = .638, or 63.8%. Note that
subtracting the number of cul-de-sacs with y = 0 from the total, 47, is an easy way to find

the number of subdivisions with y > 1.

b. A histogram of the z data appears below. From this histogram, the number of
subdivisions with at most 5 intersections (i.e., z < 5) is 42/47 = 894, or 89.4%. The
proportion having fewer than 5 intersections (i.e., z < 5) is 39/47 = .830, or 83.0%.

144

Frequency
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| Chapter 1: Overview and Descriptive Statistics

23, Note: since the class intervals have unequal length, we must use a density scale.
|
| [
| 020 g
L)
1
o 0.15
=
g
8
£ 0104
0.05 -
(LOO r = HE - T T T
0D 2 4 11 20 30 40
Tantrum duration

| The distribution of tantrum durations is unimodal and heavily positively skewed. Most
tantrums last between 0 and 11 minutes, but a few last more than half an hour! With such
heavy skewness, it’s difficult to give a representative value.

I8l 25. The transformation creates a much more symmetric, mound-shaped histogram.

' | Histogram of original data:

. i

Frequency

DT

6
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Chapter 1: Overview and Descriptive Statistics

Histogram of transformed data:

Frequency

LI 12 13 14 15 16 17 18 19
log(IDT)

27,
a. The endpoints of the class intervals overlap. For example, the value 50 falls in both of

the intervals 0-50 and 50-100.
b. The lifetime distribution is positively skewed. A representative value is around 100.

There is a great deal of variability in lifetimes and several possible candidates for
outliers.

Class Interval Frequency Relative Frequency

0-< 50 9 0.18
50-<100 19 0.38
100-<150 1 0.22
150-<200 4 0.08
200-<250 2 0.04
250-<300 2 0.04
300-<350 1 0.02
350-<400 I 0.02
400-<450 0 0.00
450-<500 0 0.00
500-<550 1 0.02

50 1.00
7
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Chapter 1: Overview and Descriptive Statistics

Frequency

|
‘ ¢. There is much more symmetry in the distribution of the transformed values than in the
values themselves, and less variability. There are no longer gaps or obvious outliers.

( ; Class Interval Frequency Relative Frequency

1 225-<275 2 0.04
1 2.75-<3.25 2 0.04
|| 3.25-<3.75 3 0.06
il 3.75-<4.25 8 0.16
| 4.25-<475 18 0.36
L 1] 4.75-<525 10 0.20
j 5.25-<5.75 4 0.08
i 5.75-<6.25 3 0.06
204

425
‘ | In(lifetime)

d. The proportion of lifetime observations in this sample that are less than 100 is .18 + .38 =
.56, and the proportion that is at least 200 is .04 + .04 + .02 + .02 + .02 = .14,

8
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31.
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Physical Frequency Relative
Activity Frequency
A 28 .28
B 19 .19
(& 18 A8
D 17 A7
E 9 .09
F 9 .09
100 1.00
304
2571 [
20
104 |88 hid il 1 — L
5 ' . 5 i L
& ,-,41{ N = '-_ '.f_';_! ]
N e : L i
A B C D E F
Type of Physical Activity
Class Frequency Cum. Freq. Cum. Rel. Freq.
0.0-<4.0 2 2 0.050
4.0-<8.0 14 16 0.400
8.0—<12.0 11 27 0.675
12.0-<16.0 8 35 0.875
16.0-<20.0 4 39 0.975
20.0-<24.0 0 39 0.975
24.0-<28.0 1 40 1.000
9
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Chapter 1: Overview and Descriptive Statistics

Section 1.3

33,
a. Using software, ¥ = 640.5(3640,500) and x= 582.5 ($582,500). The average sale price

for a home in this sample was $640,500. Half the sales were for less than $582,500, while
half were for more than $582,500.

b. Changing that one value lowers the sample mean to 610.5 ($610,500) but has no effect on
the sample median.

¢. After removing the two largest and two smallest values, ¥, ., = 591.2 (§591,200).

To form a 15% trimmed mean, take the average of the 10% and 20% trimmed means to

get X,

‘ | d. A 10% trimmed mean from removing just the highest and lowest values is ¥, ,,,= 596.3.
i = (591.2 + 596.3)/2 = 593.75 ($593,750).
|

35. The sample size is n = 15.
a. The sample mean is ¥ = 18.55/15 = 1.237 pg/g and the sample median is & = the 8"
ordered value = .56 pg/g. These values are very different due to the heavy positive
skewness in the data.

b. A 1/15 trimmed mean is obtained by removing the largest and smallest values and
averaging the remaining 13 numbers: (.22 + ... + 3.07)/13 = 1.162. Similarly, a 2/15
trimmed mean is the average of the middle 11 values: (.25 + ... +2.25)/11 = 1.074. Since
the average of 1/15 and 2/15 is .1 (10%), a 10% trimmed mean is given by the midpoint
of these two trimmed means: (1.162 + 1.074)/2 = 1.118 pg/g.

¢. The median of the data set will remain .56 so long as that’s the 8" ordered observation.
Hence, the value .20 could be increased to as high as .56 without changing the fact that
the 8" ordered observation is .56. Equivalently, .20 could be increased by as much as .36
without affecting the value of the sample median.

37. ¥=12.01, x =11.35, X, =11.46 . The median or the trimmed mean would be better

choices than the mean because of the outlier 21.9,

39.

— 16475

a. Zx; =16.475 so .w::T:1.0297’;35=mjml

=1.009

b. 1.394 can be decreased until it reaches 1.011 (i.e. by 1.394 — 1.011 = 0.383), the largest
of the 2 middle values. Ifit is decreased by more than 0,383, the median will change.

10
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Chapter 1: Overview and Descriptive Statistics

41.
a. xn=7/10=.7
b. X =.70= the sample proportion of successes
¢. To have x/n equal .80 requires x/25 = .80 or x = (.80)(25) = 20. There are 7 successes (S)
already, so another 20 — 7 = 13 would be required.
43. The median and certain trimmed means can be calculated, while the mean cannot — the exact

=68.0,

values of the “100+” observations are required to calculate the mean. ¥ =—(S?; 2)

Xy =662, X,

o0 = 67.5.

Section 1.4

45.
a. X =115.58. The deviations from the mean are 116.4 — 115.58 = .82,115.9—115.58 =
32,114.6 -115.58=—-98, 115.2 - 115.58 =-.38, and 115.8 — 115.58 =.22. Notice that
the deviations from the mean sum to zero, as they should.

b. % =[(.82)*+(.32)" + (-.98)” + (-.38)" + (.22)"J/(5 — 1) = 1.928/4 = .482, s0 5 = .694.

c. Zx’ =66795.61,505" =S /(n—1)= (Z.rf—(f.r,.)lln)f(nwl)=

(66795.61 —(577.9)2/5)/4 = 1.928/4 = 482,

d. The new sample values are: 16.4 15.9 14.6 15.2 15.8. While the new mean is 15.58,
all the deviations are the same as in part (a), and the variance of the transformed data is
identical to that of part (b).

47.
a. From software, ¥ =14.7% and ¥ = 14.88%. The sample average alcohol content of

these 10 wines was 14.88%. Half the wines have alcohol content below 14.7% and half
are above 14.7% alcohol.

b. Working long-hand, £(x, —X)* = (14.8 - 14.88)" + ... + (15.0 — 14.88)* = 7.536. The
sample variance equals = Z(x, — %) =7.536/(10— 1) = 0.837.

c. Subtracting 13 from each value will not affect the variance. The 10 new observations are
1.8, 1.5,3.1,1.2,2.9,0.7, 3.2, 1.6, 0.8, and 2.0. The sum and sum of squares of these 10

new numbers are £y, = 18.8 and Xy’ =42.88. Using the sample variance shortcut, we
obtain s? = [42.88 - (18.8)*/10]/(10 — 1) = 7.536/9 = 0.837 again.

49.
a. Ix =2.75+.--43.01=56.80, Ex’ =2.75"+:--+3.01’ =197.8040

(2 _197.8040-(56.80) /17 _ 8.0252
16 16

=.5016, 5=.708

11
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Chapter 1: Overview and Descriptive Statistics

51.
a. From software, s° = 1264.77 min® and s = 35.56 min. Working by hand, Zx=2563 and

; Lx® = 368501, so
! 1 b ')
i' = sl 1525163) L =1264.766 and s =+1264.766 = 35.564
|
| | g
| ' b. Ify=time in hours, theny = ex where c = . So,s7 =c’s] = () 1264.766 =.351 hr?
| and s, =cs, =(%)35.564=.593 hr.
| |
L | 53.
_ . a. Using software, for the sample of balanced funds we have X =1. 121,¥=1.050.5 =0.536 ;
, for the sample of growth funds we have ¥ =1.244,¥=1.100,s =0.448.

b. The distribution of expense ratios for this sample of balanced funds is fairly symmetric,
while the distribution for growth funds is positively skewed. These balanced and growth
mutual funds have similar median expense ratios (1.05% and 1.10%, respectively), but
expense ratios are generally higher for growth funds. The lone exception is a balanced

| fund with a 2.86% expense ratio. (There is also one unusually low expense ratio in the
’] sample of balanced funds, at 0.09%.)
' 3.0
*
2.5+
2.04
2
B
E 154
[ &
| 1.0
| |
0.5
| 00 d :
Balanced Crowth
55.

a. Lower half of the data set: 325 325 334 339 356 356 359 359 363 364 364
366 369, whose median, and therefore the lower fourth, is 359 (the 7" observation in the
sorted list).

Upper half of the data set: 370 373 373 374 375 389 392 393 394 397 402
403 424, whose median, and therefore the upper fourth is 392.

S0, =392-359=233,

12
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Chapter 1: Overview and Descriptive Statistics

b. inner fences: 359 - 1.5(33) = 309.5, 392 + 1.5(33) = 441.5
To be a mild outlier, an observation must be below 309.5 or above 441.5. There are none
in this data set. Clearly, then, there are also no extreme outliers.

¢. A boxplot of this data appears below. The distribution of escape times is roughly
symmetric with no outliers. Notice the box plot “hides” the fact that the distribution
contains two gaps, which can be seen in the stem-and-leaf display.

T T T

320 340 360 380 4(;‘.} 420
Escape time (sec)

d. Not until the value x = 424 is lowered below the upper fourth value of 392 would there be
any change in the value of the upper fourth (and, thus, of the fourth spread). That is, the
value x = 424 could not be decreased by more than 424 — 392 = 32 seconds.

57.
a. f£=216.8-196.0=20.8
inner fences: 196 - 1.5(20.8) = 164.6, 216.8 + 1.5(20.8) = 248
outer fences: 196 - 3(20.8) = 133.6, 216.8 + 3(20.8) = 279.2
Of the observations listed, 125.8 is an extreme low outlier and 250.2 is a mild high

outlier.

b. A boxplot of this data appears below. There is a bit of positive skew to the data but,
except for the two outliers identified in part (a), the variation in the data is relatively
small.

120 140 160 180 200 220 240 260

13
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Chapter 1: Overview and Descriptive Statistics

-~ B
a. If you aren’t using software, don’t forget to sort the data first!

ED: median = 4, lower fourth = (.1 + .1)/2 = .1, upper fourth = (2.7 + 2.8)/2=2.75,
fourth spread = 2.75 - .1 = 2.65

Non-ED: median = (1.5 + 1.7)/2 = 1.6, lower fourth = .3, upper fourth = 7.9,
( fourth spread =7.9-.3=17.6.

b. ED: mild outliers are less than .1 — 1.5(2.65) = —3.875 or greater than 2.75 + 1.5(2.65) =
6.725. Extreme outliers are less than .1 — 3(2.65) = -7.85 or greater than 2.75 + 3(2.65) =
10.7. So, the two largest observations (11.7, 21.0) are extreme outliers and the next two
largest values (8.9, 9.2) are mild outliers. There are no outliers at the lower end of the

data.

| i Non-ED: mild outliers are less than .3 — 1.5(7.6) = —11.1 or greater than 7.9 + 1.5(7.6) =
| 19.3. Note that there are no mild outliers in the data, hence there cannot be any extreme
" | outliers, either.
|

¢. A comparative boxplot appears below. The outliers in the ED data are clearly visible.
There is noticeable positive skewness in both samples; the Non-ED sample has more
variability then the Ed sample; the typical values of the ED sample tend to be smaller
than those for the Non-ED sample.

ED- “ 1— ot ® “

State

Non-ED+ I b

|
|
|
|
T =

\ 0 5 10 15 20

Cocaine concentration (mg/L)

61. OQutliers occur in the 6a.m. data. The distributions at the other times are fairly symmetric.
Variability and the “typical” gasoline-vapor coefficient values increase somewhat until 2p.m.,
then decrease slightly.

14
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Supplementary Exercises

63. As seen in the histogram below, this noise distribution is bimodal (but close to unimodal) with
a positive skew and no outliers. The mean noise level is 64.89 dB and the median noise level
is 64.7 dB. The fourth spread of the noise measurements is about 70.4 — 57.8 = 12.6 dB.

25
20+
| 151
g
| =
=
&
104
| 51
|
|
o :
52 56 60 o 68 72 T6 20 84
Noise (dB)

65.
a. The histogram appears below. A representative value for this data would be around 90

MPa. The histogram is reasonably symmetric, unimodal, and somewhat bell-shaped with
a fair amount of variability (s = 3 or 4 MPa).

)

2

Frequency

104

81 85 89 93 97
Fracture strength (MPa)

b. The proportion of the observations that are at least 85 is 1 — (6+7)/169 =.9231. The
proportion less than 95 is 1 — (13+3)/169 = .9053.

15

2016 Cengage Learning. All Rights Reserved. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part.

Telegram: @uni_k

e



https://t.me/uni_k

.konkur.in

Telegram: @uni_k
LY

Chapter 1: Overview and Descriptive Statistics

¢. 90 is the midpoint of the class 89-<91, which contains 43 observations (a relative
frequency of 43/169 = .2544). Therefore about half of this frequency, .1272, should be
added to the relative frequencies for the classes to the left of x =90. That is, the
approximate proportion of observations that are less than 90 is .0355 + .0414 +.1006 +
1775 +.1272 = .4822.

67.
a. Aortic root diameters for males have mean 3.64 cm, median 3.70 cm, standard deviation

0.269 cm, and fourth spread 0.40. The corresponding values for females are x =3.28 cm,
% =3.15 cm, s = 0.478 cm, and f£; = 0.50 cm. Aortic root diameters are typically (though
not universally) somewhat smaller for females than for males, and females show more
variability. The distribution for males is negatively skewed, while the distribution for
females is positively skewed (see graphs below).

Boxplot of M, F
4.5 A= 1

g
=)
i

Aortic root diameter
ol
wn

w
[=]

b. For females (n = 10), the 10% trimmed mean is the average of the middle 8 observations:
Xr10) = 3-24 cm. For males (n = 13), the 1/13 trimmed mean is 40.2/11 = 3.6545, and

the 2/13 trimmed mean is 32.8/9 = 3.6444. Interpolating, the 10% trimmed mean is
X0y =0.7(3.6545) +0.3(3.6444) = 3.65 cm. (10% is three-tenths of the way from 1/13

to 2/13).

69.
a,

n n

. S (-3) Y(ax, +b-(@+b) ¥ (ax ~ax)’
2

Yoy Y(ax+b) ayx+db ayxrtmb o,
n n

n—1 n-1 n-1
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Chapter 1: Overview and Descriptive Statistics

x="C,y="F

9 873 +32=189.14°F

s_\/—f (104 =/3.5044 =1.872°F

a. The mean, median, and trimmed mean are virtually identical, which suggests symmetry.
If there are outliers, they are balanced. The range of values is only 25.5, but half of the
values are between 132.95 and 138.25.

71.

b. See the comments for (a). In addition, using 1.5(Q3 — Q1) as a yardstick, the two largest
and three smallest observations are mild outliers.

T T T T Ll T T
120 125 130 135 140 145 150
strength
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Chapter 1: Overview and Descriptive Statistics

From software, ¥ =.9255,s=.0809; ¥=.93,f=.1. The cadence observations are slightly
19255 strides/sec, median = .93 strides/sec) and show a small amount of
variability (standard deviation = (0809, fourth spread =.1). There are no apparent outliers in

skewed (mean =

the data.
7|8 stem = tenths
8111556 leaf = hundredths
912233335566
00566
D“Sﬂ [].ISS U.IUO (I.:?S | ;Jﬂ | _i)ﬁ

Cadence (strides per second)

£y

a. The median is the same (371) in ea

ch plot and all three data sets are very symmetric. In

addition, all three have the same minimum value (350) and same maximum value (392).

Moreover, all three data sets have the same lower (

364) and upper quartiles (378). So, all

three boxplots will be identical. (Slight differences in the boxplots below are due to the
way Minitab software interpolates to calculate the quartiles.)

Type 11

Type 21

‘ Type 34

T T
‘ 150 360 370

Fatigue limit (MPa)

380
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Chapter 1: Overview and Descriptive Statistics

b. A comparative dotplot is shown below. These graphs show that there are differences in
the variability of the three data sets. They also show differences in the way the values are
distributed in the three data sets, especially big differences in the presence of gaps and

clusters.
|
- -
- LR Rl -
1!'[“: l ] L 3 aan A A
Type 2 [ ] ] ] { N ] .e 8 8e » L] L] - L]
- - -
Type3 4 T poe_se Sy 208 T T
354 360 366 n 78 384 390
Fatigue limit (MPa)
|
i

¢. The boxplot in (a) is not capable of detecting the differences among the data sets. The
primary reason is that boxplots give up some detail in describing data because they use
only five summary numbers for comparing data sets.

1.

o
. W

444444444577888999 leaf
00011111111124455669999 stem =
1234457

11355

17

3

|l |

o -Johds w2 o

67
1

HI 10.44, 13.41
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Chapter 1: Overview and Descriptive Statistics

b. Since the intervals have unequal width, you must use a density scale.

0.5
=
0.4+
5 03
z [i=
o
| 0.24
0.14
| : >y
0.0 . . T T
LS I0P o o \‘e:
Pitting depth {mm) J

¢. Representative depths are quite similar for the three types of soils — between 1.5 and 2.
Data from the C and CL soils shows much more variability than for the other two types.
The boxplots for the first three types show substantial positive skewness both in the
middle 50% and overall. The boxplot for the SYCL soil shows negative skewness in the
middle 50% and mild positive skewness overall. Finally, there are multiple outliers for
the first three types of soils, including extreme outliers.

79.
el n 1 n+l ==
s = nx, +Xx
a. E x = E x +x,, =nx +x,,,,S0 x"r|=—Zx‘=—"—-ﬂ.
= o n+10 n+l1

b. In the second line below, we artificially add and subtract nX. to create the term needed
for the sample variance:

nsl n+l
Pl = A% 2 =2
nsl, =) (%-X,)' =2 % —(n+Dx,,
=l 1

=
L =] "

2 2 =1 1 =2 =2 2 =2
=Z_x,. +x,,,—(n+Dx, = Zx, ~nx. |+nx, +x,,—(n+1)x,,
i=l #=1

2 =3 ¢ —3
~aHnx, —(n+ l)x,,,l}

=(n—l}si +{x

Substitute the expression for ¥,,, from part (a) into the expression in braces, and it

simplifies to M (x . -% ), as desired.
n +l n+l (]

- _15(12.58)+11.8 _ 2005
16

¢. First, X, = 7 =12.53 . Then, solving (b) for sZ,, gives

T ! 14 g
o=t (x ~X,) =—(.512)" +—(11.8-12.58)"= .238. Finally, th
o=y iy =Ry = (2 gk ) e

standard deviation is §,, = v.238 =.532.
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Chapter 1: Overview and Descriptive Statistics

81. Assuming that the histogram is unimodal, then there is evidence of positive skewness in the
data since the median lies to the left of the mean (for a symmetric distribution, the mean and
median would coincide).

For more evidence of skewness, compare the distances of the 5" and 95" percentiles from the
median: median — 5™ %ile = 500 — 400 = 100, while 95™ %ile — median = 720 — 500 = 220.
Thus, the largest 5% of the values (above the 95th percentile) are further from the median
than are the lowest 5%. The same skewness is evident when comparing the 10" and 90*
percentiles to the median, or comparing the maximum and minimum to the median.

a. When there is perfect symmetry, the smallest observation y, and the largest observation
¥y will be equidistant from the median, so y, — ¥ =X~ y,. Similarly, the second-smallest
and second-largest will be equidistant from the median, so y, , —X=X-,, and so on.

Thus, the first and second numbers in each pair will be equal, so that each point in the
plot will fall exactly on the 45° line.

When the data is positively skewed, y, will be much further from the median than is y,,
so y, —% will considerably exceed X— y, and the point (y, —X,X— y,) will fall
considerably below the 45° line, as will the other points in the plot.

b. The median of these n = 26 observations is 221.6 (the midpoint of the 13" and 14"
ordered values). The first point in the plot is (2745.6 — 221.6, 221.6 —4.1) = (2524.0,
217.5). The others are: (1476.2, 213.9), (1434.4, 204.1), (756.4, 190.2), (481.8, 188.9),
(267.5, 181.0), (2084, 129.2), (112.5, 106.3), (81.2, 103.3), (53.1, 102.6), (53.1, 92.0),
(33.4, 23.0),and (20.9, 20.9). The first number in each of the first seven pairs greatly
exceeds the second number, so each of those points falls well below the 45° line. A
substantial positive skew (stretched upper tail) is indicated.

2500 4

2000 -

1500 4

1000

500

2]
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CHAPTER 2

Section 2.1

a. £= {1324, 1342, 1423, 1432, 2314, 2341, 2413, 2431, 3124, 3142, 4123, 4132, 3214, 3241, 4213,
4231}.

b. Event A contains the outcomes where 1 is first in the list:
A= {1324, 1342, 1423, 1432}.

¢. Event B contains the outcomes where 2 is first or second:
B = {2314, 2341, 2413, 2431, 3214, 3241, 4213, 4231},

d. The event AUB contains the outcomes in 4 or B or both:
AUB = {1324, 1342, 1423, 1432, 2314, 2341, 2413, 2431, 3214, 3241, 4213,4231}.
A~B =@, since 1 and 2 can’t both get into the championship game.
A’ = £- A= {2314,2341, 2413, 2431, 3124.3142, 4123, 4132, 3214, 3241, 4213, 4231}.

a. A= {SSF, SFS, FSS}.
b. B = {SSS, SSF, SFS, FS5}.

c. Forevent Cto occur, the system must have component 1 working (S in the first position), then at least
one of the other two components must work (at least one S in the second and third positions): C=
{SSS, SSF, SFS}.

d. C = {SFF, FSS, FSF, FFS, FFF}.
AUC = {858, SSF, SFS, FSS}.
ANC = {SSF, SFS}.
BUC = {SSS, SSF, SFS, FSS}. Notice that B contains C, so BuC = B.
BAC = {SSS SSF, SFS}. Since B contains C, BnC=C.

22
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5.
a. The 3’ =27 possible outcomes are numbered below for later reference.
Outcome QOutcome
Number | Outcome Number | Outcome
1 111 15 223
2 112 16 231
3 113 17 232
4 121 18 233
5 122 19 311
6 123 20 312
7 131 21 313
8 132 22 321
9 133 23 322
10 211 24 323
11 212 25 331
12 213 26 332
13 221 27 333
14 222
b. Outcome numbers 1, 14, 27 above.
¢. Outcome numbers 6, 8, 12, 16, 20, 22 above.
d. Outcome numbers 1, 3, 7, 9, 19, 21, 25, 27 above.
7.
a. = (BBBAAAA, BBABAAA, BBAABAA, BBAAABA, BBAAAAB, BABBAAA, BABABAA, BABAABA,
BABAAAB, BAABBAA, BAABABA, BAABAAB, BAAABBA, BAAABAB, BAAAABB, ABBBAAA,
ABBABAA, ABBAABA, ABBAAAB, ABABBAA, ABABABA, ABABAAB, ABAABBA, ABAABAB,
ABAAABB, AABBBAA, AABBABA, AABBAAB, AABABBA, AABABAB, AABAABB, AAABBBA,
AAABBAB, AAABABB, AAAABBB}.
b. AAAABBB, AAABABB, AAABBAB, AABAABB, A4BABAB.
9,
a. In the diagram on the left, the shaded area is (4UB)'. On the right, the shaded area is 4', the striped

area is B', and the intersection A'"B’ occurs where there is both shading and stripes. These two
diasrams disnlav the same area

23
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b. In the diagram below, the shaded area represents (AnB). Using the right-hand diagram from (a), the
union of A’ and B’ is represented by the areas that have either shading or stripes (or both). Both of the
diagrams display the same area.

Section 2.2

11.
a. .07.
b. .15+.10+.05=.30.
c. Let A = the selected individual owns shares in a stock fund. Then P(4) =.18 + .25 = .43. The desired
probability, that a selected customer does not shares in a stock fund, equals P(4) =1 —P(4)=1- A3
— §7. This could also be calculated by adding the probabilities for all the funds that are not stocks.
13.

a. A U A,—“awarded either #1 or #2 (or both)”: from the addition rule,
P(A, v Ay) = P(4)) + P(4;) — P(4; n 4;) = 22 + 25— .11 = .36.

b. A N A4;="“awarded neither #1 or #2": using the hint and part (a),
P(4 A A)=P(A4U4,))=1-P(4U4)=1-36=.64.

e. A UA U A="awarded at least one of these three projects”: using the addition rule for 3 events,
1 2 3 proj g

P(AUA,UA)= PiAl}+P(A:]+P{A‘)—P{Alﬁ.4l}-P(A,ﬁ,4_,}—P(A:r‘\A3)+P(AL.f\Azr“‘nA_‘F
22+25+ 28-.11-.05-.07 +.01 =.53.

d. A A A= “awarded none of the three projects™
P(A 0 A, " A4y) = | - P(awarded at least one) = 1 - .53 = 47.

24
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e. A Md; A ="awarded #3 but neither #1 nor #2": from a Venn diagram,
P(A Ay N A)=P(43) = P(A; N A3) = P(Ay N A3) + P(A " Ay N A3) =
28 — .05 —.07+ .01 = .17, The last term addresses the “‘double counting” of the two subtractions.

o l

f. (4 n A))u A, = “awarded neither of #1 and #2, or awarded #3™: from a Venn diagram,
P((A N A})w 4,) = P(none awarded) + P(4;) = .47 (from d) + .28 = 73,

5

Alternatively, answers to a-f can be obtained from probabilities on the accompanying Venn diagram:

£5 l

25
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19.

21.

Chapter 2: Probability

a. Let E be the event that at most one purchases an clectric dryer. Then E' is the event that at least two
purchase electric dryers, and P(E')=1-P(E)=1-428= 572,

b. Let A be the event that all five purchase gas, and let B be the event that all five purchase electric. All
other possible outcomes are those in which at least one of each type of clothes dryer is purchased.
Thus. the desired probability is 1 — [P(4) - P(B)] =
1 —[.116 + .005] = 879.

a. The probabilities do not add to 1 because there are other software packages besides SPSS and SAS for
which requests could be made.

b, P(4)=1-P)=1-.30=.70.
¢. Since 4 and B are mutually exclusive events, P(4 WV B) = P(A) + P(B) = .30 + .50 = .80.
d. By deMorgan’s law, P(4" M B)=P(AUB))=1-PAVB)=1- .80=.20.
In this example, deMorgan’s law says the event “neither 4 nor B” is the complement of the event

“either 4 or B.” (That’s true regardless of whether they’re mutually exclusive.)

724
10,000 *

Let A be that the selected joint was found defective by inspector A4, so P(4) = Let B be analogous
for inspector B, so P(B) = —ﬁ:%“- . The event “at least one of the inspectors judged a joint to be defective is
AURB, so P(AUB) = 1},’% ’

a. By deMorgan’s law, P(neither A nor B) = P(A nB)=1-P(AUB)=1- ﬁ‘-;ﬁ = T:%:U = 8841.

b. The desired event is BnA'. From a Venn diagram, we see that P(BnA') = P(B) — P(AMB). From the

addition rule. P(AUB) = P(A) + P(B) — P(ANB) gives P(ANB) = 0724+ 0751 —.1159 = .0316.
Finally, P(BA') = P(B) — P(AnB) = .0751 0316 = .0435.

In what follows, the first letter refers to the auto deductible and the second letter refers to the homeowner’s
deductible.
a. P(MH)=.10.

b. P(low auto deductible) = P({LN, LL, LM, LH})=.04 + .06 + 05 + .03 = .18, Following a similar
pattern, P(low homeowner’s deductible) = .06 + .10 + .03 =.19.

¢. P(same deductible for both) = P({LL, MM, HH})= 06+ .20+ .15= 41.
d. P(deductibles are different) = 1 — P(same deductible for both) =1 - 41 = .59.

e. P(at least one low deductible) = P({LN, LL, LM, LH, ML, HL}) = 04+ 06+.05+.03+.10+.03=
1.

f.  P(neither deductible is low) = | — P(at least one low deductible) = 1 - .31 = .69.

26
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25,

27.

Chapter 2: Probability

Assume that the computers are numbered 1-6 as described and that computers 1 and 2 are the two laptops.
There are 15 possible outcomes: (1,2) (1,3)(1,4) (1,5) (1,6) (2,3) (2,4) (2,5) (2,6) (3.4) (3.5) (3,6) (4,5)
(4,6) and (5,6).

a. P(bothare laptops) = P({(1,2)}) = Tl‘s‘ =.067.

b. P(both are desktops) = P({(3,4) (3,5) (3.6) (4,5) (4.6) (5.6)}) = % 40,

¢. P(at least one desktop) = 1 — P(no desktops) = 1 — P(both are laptops) = 1 —.067 = .933.

d. P(at least one of each type) = 1 — P(both are the same) = 1 — [P(both are laptops) +  P(both are .
desktops)] = 1-[.067 + .40] = .533.

By rearranging the addition rule, P(4 N B) = P(A) + P(B) — P(AUB) = 40 + .55 - .63 = .32. By the same
method, P(4 M C)= .40 +.70 — .77 = .33 and P(B N C) = .55 +.70 — .80 = .45, Finally, rearranging the
addition rule for 3 events gives
PANBNC)=PAVBUC)—PA)—PB)-P(C)+PANB)+PANC)+P(B N C)=.85-.40-.55
—.70+ 32+ .33 +.45=30.

These probabilities are reflected in the Venn diagram below.

a. P(AvuBu Q)= .85, asgiven.

b. P(none selected) = 1 — P(at least one selected) =1 - P(4 W B W C)=1-.85=_15.
¢. From the Venn diagram, P(only automatic transmission selected) = .22.

d. From the Venn diagram, P(exactly one of the three) = .05 + .08 + .22 = 35.

There are 10 equally likely outcomes: {A, B} {A, Co} {A, Cr} {AF} {B, Co} {B, Cr} {B, F} {Co, Cr}
{Co, F} and {Cr, F}.
a. P({A,B}))=4 =.1

b. P(at least one C) = P({A, Co} or {A, Cr} or {B, Co} or {B, Cr} or {Co, Cr} or {Co, F} or {Cr, F}) =
L=171.

o

¢. Replacing each person with his/her years of experience, P(at least 15 years) = P({3, 14} or {6, 10} or
{6, 14} or {7, 10} or {7, 14} or {10, 14}) = £=.6.

27
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Chapter 2: Probability

Section 2.3

29.

a. There are 26 letters, so allowing repeats there are (26)(26) = (26)" = 676 possible 2-letter domain
names. Add in the 10 digits, and there are 36 characters available, so allowing repeats there are
(36)(36) = (36)* = 1296 possible 2-character domain names.

b. By the same logic as part a, the answers are 1,‘26:)3 —17.576 and (36)° = 46,656.

c. Continuing, (26)* =456.976; (36)" = 1,679,616.

d. P(4-character sequencc is already owned) = 1 - P(4-character sequence still available) = 1-
97,786/(36)" = .942.

31

a. Use the Fundamental Counting Principle: (9)(5) = 45.

b. By the same reasoning, there are (9)(5)(32) = 1440 such sequences, SO such a policy could be carried
out for 1440 successive nights, or almost 4 years, without repeating exactly the same program.

33.

a. Since there are 15 players and 9 positions, and order matters in a line-up (catcher, pitcher, shortstop,
etc. are different positions), the number of possibilities is Py 15 = (15)(14)...(7) or 15Y/(15-9)! =
1,816,214,440.

b. For each of the starting line-ups in part (a), there are 9! possible batting orders. So, multiply the answer
from (a) by 9! to get (1,816,214,440)(362,880) = 659,067,881,472,000.

c. Order still matters: There are Ps s = 60 ways to choose three left-handers for the outfield and Pg10 =
151,200 ways to choose six right-handers for the other positions. The total number of possibilities is =
(60)(151,200) = 9,072,000.

3s.

10
a. There are ( 3 ) =252 ways to select 5 workers from the day shift. In other words, of all the ways to
select 5 workers from among the 24 available, 252 such selections result in 5 day-shift workers. Since
\ < ot i :
the grand total number of possible selections is [ 5 } = 42504, the probability of randomly selecting 5

day-shift workers (and, hence, no swing or graveyard workers) is 252/42504 = .00593.

A 8 6
b. Similar to a, there are [51 = 56 ways to select 5 swing-shift workers and [5) = 6 ways to select 5

graveyard-shift workers. So, there are 252 + 56+ 6 = 314 ways to pick 5 workers from the same shift.
The probability of this randomly occurring is 314/42504 = .00739.

c. P(atleast two shifts represented) = 1 — P(all from same shift) = 1 —.00739 = .99261.

28
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There are several ways to approach this question. For example, let 4, = “day shift is unrepresented,”
A5 = “swing shift is unrepresented,” and 4; = “graveyard shift is unrepresented.” Then we want
P{AT J Az UA_].}»

. : 8+6
N(A,) = N(day shift unrepresented) = N(all from swing/graveyard) =( ; ) = 2002,

since there are 8 + 6 = 14 total employees in the swing and graveyard shifts. Similarly,

10+6 10+8 :
N(A4;) = ; =4368 and N(4;) = = 8568. Next, M(4, n 4;) = N(all from graveyard) =6

from b. Similarly, M4, N A3) = 56 and N(4, N 4;) = 252. Finally, N(4, N 4; M A4;) = 0, since at least
one shift must be represented. Now, apply the addition rule for 3 events:
2002 + 4368 +8568-6~-56-252+0 14624 _ 3441

42504 42504

P(4, U Ay Uds) =

By the Fundamental Counting Principle, with n, = 3, n, =4, and ny = 5, there are (3)(4)(5) = 60 runs.
With n; = 1 (just one temperature), n, = 2, and n; = 5, there are (1)(2)(5) = 10 such runs.

For each of the 5 specific catalysts, there are (3)(4) = 12 pairings of temperature and pressure. Imagine
we separate the 60 possible runs into those 5 sets of 12. The number of ways to select exactly one run

-]
60
from each of these 5 sets of 12 is ( 4 } =12, Since there are [ ; ]ways to select the 5 runs overall,

: sl canhoaregy . 160
the desired probability is | / 5 =127/ 5 =.0456.

> ; 5+6+4 15
39, In a-c, the size of the sample space is N = = =455.

a.

3 3
There are four 23W bulbs available and 5+6 = 11 non-23W bulbs available, The number of ways to

4\(11
select exactly two of the former (and, thus, exactly one of the latter) is [J[ | J = 6(11) = 66. Hence,

the probability is 66/455 = .145.
= 13 e 6
The number of ways to select three 13W bulbs is 3 = 10. Similarly, there are 3 = 20 ways to

4
select three 18W bulbs and (3] =4 ways to select three 23W bulbs. Put together, there are 10 + 20+ 4

= 34 ways to select three bulbs of the same wattage, and so the probability is 34/455 = .075.

5\(6)(4 -
The number of ways to obtain one of each type is {J[ ' ][ , } = (5)(6)(4) = 120, and so the probability

is 120/455 = 264,
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45.

Chapter 2: Probability

d. Rather than consider many different options (choose I, choose 2, etc.), re-frame the problem this way:
at least 6 draws are required to get a 23W bulb iff a random sample of five bulbs fails to produce a
23W bulb. Since there are 11 non-23W bulbs, the chance of getting no 23W bulbs in a sample of size 5

is [lsl]f(l:} =462/3003 = .154.

a.  (10)(10)(10)(10)= 10* = 10,000. These are the strings 0000 through 9999.

b. Count the number of prohibited sequences. There are (i) 10 with all digits identical (0000, 1111, ...,
9999): (ii) 14 with sequential digits (0123, 1234, 2345, 3456, 4567, 5678, 6789, and 7890, plus these
same seven descending); (iii) 100 beginning with 19 (1900 through 1999). That’s a total of 10+ 14 +
100 = 124 impermissible sequences, so there are a total of 10,000 — 124 = 9876 permissible sequences.

The chance of randomly selecting one is just 138;{?0 =.9876.

¢. All PINs of the form 8xx1 are legitimate, so there are (10)(10) = 100 such PINs. With someone
randomly selecting 3 such PINs, the chance of guessing the correct sequence is 3/100 = 03.

d. Ofall the PINs of the form 1xx1, eleven is prohibited: 1111, and the ten of the form 19x1. That leaves
89 possibilities, so the chances of correctly guessing the PIN in 3 tries is 3/89 = .0337.

52
There are [ 5 ]= 2,598,960 five-card hands. The number of 10-high straights is (D) (H(4)4) = 4 =1024

(any of four 6s, any of four 7s, etc.). So, P(10 high straight) = Ll 1000394 . Next, there ten “types

2,598,960
of straight: A2345, 23456, ..., 910JQK, 10JQKA. So, P(straight) = lﬂx% =.00394 . Finally, there

are only 40 straight flushes: each of the ten sequences above in each of the 4 suits makes (10)(4) = 40. So,

P(straight flush) = . R 00001539,
2,598,960

Section 2.4

a. P(4)= .106+.141 + 200 = 447, P(C) =215+ .200 +.065 +.020 = 500, and P(4 N C) =.200.

A0 Gl & : b Y :
b. PA/O)= TN 20 g 400. If we know that the individual came from ethnic group 3, the
P(C) 500
probability that he has Type A blood is .40. P(C/4) = i;a? = %‘%= 447. If a person has Type A

blood, the probability that he is from ethnic group 3 is .447.

¢. Define D = “ethnic group 1 selected.” We are asked for P(D/B'). From the table, P(DB') = .082 +
106 + .004 = .192 and P(B") = 1 — P(B) = 1 - [.008 + .018 +.065] = .909. So, the desired probability is
P(DNB") .192
P(D|B") = - = =21).
(&) P(B'") .909

30
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47.
a. Apply the addition rule for three events: PA U BUC)=6+4+.2-3-.15-.1+.08=.73.
b. PANBNC)=PANB)-PANBNC)=3-.08= 22
c. P(BA)= S ='—63~ =.50 and P(A/B) = % = —i =.75 . Half of students with Visa cards also
have a MasterCard, while three-quarters of students with a MasterCard also have a Visa card.
6. Pdrs|e=2U408i00) ARG~ . o,
P(C) P(C) 2
e. PAUB|O)= PUAVBIAG) S IANCIVIE G CT . Use a distributive law:
P(C) P(C)
_P(ANC)+P(BNC)=P(ANCIN[BNC]) _ P(ANC)+P(BNC)-P(ANnBNC) _
P(C) P(C)
dS5+:1—,
A5+.1-.08 _ o8
2
49.
a. P(small cup)=.14 + .20 = 34. P(decaf)= .20+ .10 + .10 = .40.
b. P(decaf | small) = Lot AL = <l .588. 58.8% of all people who purchase a small cup of
P(small) 34
coffee choose decaf.
c. P(small | decaf) = Pivpallirdeast) o0 o .50. 50% of all people who purchase decaf coffee choose
P(decaf) 40
the small size.
-5 8
a. Let A= child has a food allergy, and R = child has a history of severe reaction. We are told that P(4) =
.08 and P(R | A) = .39. By the multiplication rule, P(4 " R) = P(4) x P(R | A) = (.08)(.39) = .0312.
b. Let M = the child is allergic to multiple foods, We are told that P(M | 4) = .30, and the goal is to find
P(M). But notice that M is actually a subset of 4: you can’t have multiple food allergies without
having at least one such allergy! So, apply the multiplication rule again:
P(M) = P(M N A)=P(A) x P(M | A) = (.08)(.30) = .024.
83, p@y=PA0B) _PB) _ D5 _ 593 (inee Bis contained n il A~ B~ 5),

P(A) P(A) .60
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Let A4 = {carries Lyme disease } and B = {carries HGE}. We are told P(4) = .16, P(B) = .10, and

P(4 ~ B | A u B)=.10. From this last statement and the fact that AnB is contained in 4B,

A10= m: P(4 ~ B) = .10P(4 U B) = .10[P(4) + P(B) - P(A "N B)] = .10[.10 + .16 - P(4 " B)] =
P(AUB)

1.IPANB)=.026=PANB)= .02364.

P(AnB) 02364 _

Finally, the desired probability is P(4|B)= P3) 10 =.2364.

P(B | A) > P(B) ift P(B | A) + P(B' | 4) > P(B) + P(B'A) iff 1 > P(B) + P(B'A) by Exercise 56 (with the
letters switched). This holds iff 1 — P(B) > P(B' | ) iff P(B") > P(B’ | 4), QED.

The required probabilities appear in the tree diagram below.

4x3=.12=P(4 nB)=P(4)P(B| 4)

"/_EB/
i

5~ 25x5=125=P(4s \B)

B

35x.6=.21=P(4, N B)

a. P(A,NB)=.21.
b. By the law of total probability, P(B) = P(4, 1 B) + P(4; " B) + P(4; " B) = A455.

¢. Using Bayes’ theorem, P(4, | B) = m — I—Z =.264 ; P(4;|B) = A = 462 ; P(43|B) =1~
P(B) 455 455

264 — 462 = 274. Notice the three probabilities sum to 1.

The initial (“prior™) probabilities of 0, 1, 2 defectives in the batch are .5, .3, .2. Now, let’s determine the

probabilities of 0, 1, 2 defectives in the sample based on these three cases.

e Ifthere are 0 defectives in the batch, clearly there are 0 defectives in the sample.

P(0 def in sample | 0 def in batch) = 1.

e Ifthereis I defective in the batch, the chance it's discovered in a sample of 2 equals 2/10 = .2, and the
probability it isn’t discovered is 8/10 = .8.

P(0 def in sample | 1 def in batch) = .8, P(1 def in sample | 1 def in batch) = .2.

e Ifthere are 2 defectives in the batch, the chance both are discovered in a sample of 2 equals

-l—%x % =.022 ; the chance neither is discovered equals %x L .622 ; and the chance exactly 1 is

discovered equals 1 — (.022 + .622) = .356.
P(0 def in sample | 2 def in batch) = .622, P(1 def in sample | 2 def in batch) =.356,
P(2 def in sample | 2 def in batch) = .022,

32
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These calculations are summarized in the tree diagram below. Probabilities at the endpoints are
intersectional probabilities, e.g. P(2 def in batch m 2 def in sample) =(.2)(.022) = .0044.

a. Using the tree diagram and Bayes' rule,

P(0 def in batch | 0 def in sample) = rATAL (N 578
S+.24+.1244

P(1 def in batch | 0 def in sample) = LR ] 278
S+.24+.1244

P(2 def in batch | 0 def in sample) = ekl o) e y
S5+.24+.1244

b. P(0 defin batch | 1 def in sample) =0

P(1 def in batch | | def in sample) = ol 457

06+.0712
; . 0712

P(2 defin batch | 1 def in sample) = ————— = .543

06 +.0712

63.

b. From the top path of the tree diagram, P(4 N B N C) = (.75)(.9)(.8) = .54.

¢. Event B n C occurs twice on the diagram: PBNC)=PANBNnC)+PA' nBN ()= 54+
(.25)(.8)(.7) = .68.

d. P(O)=PANBANC)+PA'"BAC)+PANB A C)+PA' ~B ~C)=.54+.045+ .14+ 015 = 74.

33
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SROEaT) — 51T Togh

. iti bability first: P(4 | BN C) =
e. Rewrite the conditional probability ] ) P(BNC) .68

A tree diagram can help. We know that P(day) = .2, P(1-night) = .5, P(2-night) = .3; also, P(purchase | day)
= 1, P(purchase | 1-night) = .3, and P(purchase | 2-night) = .2.
P(day n purchase) (2)(.1) 02
e, I\G hase) = = === 087
Apply Bayes’ rule: e.g., P(day | purchase) Saemien R E R i

Similarly, P(1-night | purchase) = %3—) = .652 and P(2-night | purchase) = .261.

Let T denote the event that a randomly selected person is, in fact, a terrorist. Apply Bayes’ theorem, using
P(T) = 1,000/300,000,000 = .0000033:

P(T|+)= P(T)P(+|T) 3 (.0000033)(.99)
P(T)P(+|T)+ P(T")P(+|T")  (.0000033)(.99)+(1-.0000033)(1-.999)
say, roughly 0.3% of all people “flagged” as terrorists would be actual terrorists in this scenario.

=.,003289. That is to

The tree diagram below summarizes the information in the exercise (plus the previous information in
Exercise 59). Probabilities for the branches corresponding to paying with credit are indicated at the far
right. (“extra” = “plus™)

a. P(plus N fill N credit) = (.35)(.6)(.6) = .1260.

b. P(premium r no fill M credit) = (.25)(.5)(.4) = .05.

¢. From the tree diagram, P(premium N credit) = .0625 + .0500 = .1125.
d. From the tree diagram, P(fill N credit) = .0840 + .1260 + .0625 = 2725.
e. P(credit) = .0840 + .1400 + .1260 + .0700 + .0625 + .0500 = .5325.

P(premium Ncredit) 1125
P(credit) 5325

f.  P(premium | credit) = =210

34

© 2016 Cengage Learning, All Rights Reserved. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whaole or in part.



https://t.me/uni_k

l—1

www.konkur.in

Chapter 2: Probability

Section 2.5

71,

73.

78

i 2

79.

a. Since the events are independent, then 4’ and B' are independent, too. (See the paragraph below
Equation 2.7.) Thus, P(B'|4")=P(B")=1-.7= 3.

b. Using the addition rule, P(4 v B) = P(4) + P(B) — P(A m B) =4+ .7 — (4)(.7) = .82. Since 4 and B are
independent, we are permitted to write P(4 N B) = P(A)P(B) = (.4)(.7).

¢. P(AB'|AuB)=

P(AB'N(4UB) _ P(4B) _P(APB) _(4H(1-7)_.12 _
P(AUB)  P(AUB) P(AUB) 82 B

From a Venn diagram, P(B) = P(A' N B)+ (AN B)=P(B)= P(A'n B)=P(B)- P(AnB).IfAand B
are independent, then P(4" N B) = P(B) — P(4)P(B) =[1 — P(A4)]P(B) = P(A")P(B). Thus, A’ and B are
independent.

P(A' " B) 2 P(B)-P(ANB) _ P(B)-P(A)P(B) _

P(B) P(B) P(8) 1 - P(4) =P(4').

Alternatively, P(4'|B)=

Let event E be the event that an error was signaled incorrectly.

We want P(at least one signaled incorrectly) = P(E, U ... U E,g). To use independence, we need
intersections, so apply deMorgan’s law: = P(E, U ... Eyg) =1 = P(E/n---n E};) . P(E") =1 —.05 = .95,
so for 10 independent points, P(E] - Ej}) =(.95)...(.95) = (.95)". Finally, P(E, U E; U ..U Ejp) =
1 —(.95)"°= 401. Similarly, for 25 points, the desired probability is 1 — (P(E'))™ = 1 - (.95)" = 723,

Let p denote the probability that a rivet is defective.

a. .15= P(seam needs reworking) = 1 — P(seam doesn’t need reworking) =
1 — P(no rivets are defective) = | — P(1" isn’t def M ... N 25" isn’t def) =
L=(1—phall —p)=) ~{1=p)".
Solve for p: (1 - p)* = .85 = 1 - p=(.85)"" = p =1 - .99352 = .00648.

b. The desired condition is .10 = 1 — (1 — p)**. Again, solve for p: (I ~-p)®=.90 =
p=1-(.90)"" =1-.99579 = .00421.

Let A; = older pump fails, 4, = newer pump fails, and x = P(4, m A;). The goal is to find x. From the Venn
diagram below, P(4,) = .10 + x and P(4;) = .05 + x. lndezpendence implies that x = P(4, M A,) = P(A,)P(4;)
= (.10 +x)(.05 +x) . The resulting quadratic equation, x° — .85x + .005 = 0, has roots x = .0059 and x =
.8441. The latter is impossible, since the probabilities in the Venn diagram would then exceed 1.
Therefore, x = .0059.

A, 12
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81. Using the hints, let P(4;) = p, and x = p’. Following the solution provided in the example,
P(system lifetime exceeds ) = P +p: —p* =20 —p'=2x —x”. Now, set this equal to .99: {
=99 -2+.99=0=x=090r 1. = p=1.049 or .9487. Since the value we want is a
probability and cannot exceed 1, the correct answer is p = .9487.

1 -4
3 §
83. We’ll need to know P(both detect the defect) = | — P(at least one doesn’t) =1—-.2 = .8.
a. P(1" detects N 2™ doesn’t) = P(1" detects) - P(1* does N 2™ does)=.9- .8 =.1.
Similarly, P(1¥ doesn’t M 2™ does) = .1, so P(exactly one does)=.1 +.1= .2.

b. P(neither detects a defect) = 1 — [P(both do) + P(exactly 1 does)] =1 [.8+.2] = 0. That s, under this
model there is a 0% probability neither inspector detects a defect. As a result, P(all 3 escape) =
(0)(0)(0)= 0.

a. Let D; = detection on 1* fixation, D, = detection on 2™ fixation.

P(detection in at most 2 fixations) = P(D,) + P(D] M D,) ; since the fixations are independent,

P(Dy) +P(D{nD,) = P(Dy) + P(D{) P(D;)=p + (1 — p)p = p(2 - p).

b. Define Dy, Dy, ..., D, as in a. Then P(at most n fixations) =
P(Dy) + P(D,nD,) + P(D|n\ D, nDy)+ ...+ P(D{nD;n-+nD, , ND,)=
p+-pp+(l=pPp+..+(A-p) p=pll + (1 =p)+(1-pf+ .. +(1-p)"]=
e Lt J IR,
1=(1=p)
Alternatively, P(at most n fixations) = 1 — P(at least n+1 fixations are required) =
1 — P(no detection in 1* n fixations) = 1 - P(D{ "D} n--nD))=1-(1-p)".

1-p)" -

¢. P(no detection in 3 fixations) = (1 —p)j.

d. P(passes inspection) = P({not flawed} U {flawed and passes})
= P(not flawed) + P(flawed and passes)
= 9 + P(flawed) P(passes | flawed) = .9 + (.1)(1 - p)’.

P(flawed npassed) .10~ p)

e. Borrowing from d, P(flawed | passed) = . 3
P(passed) 9+.1(1-p)

.Forp=13,

A1=.5Y

— = _=0137.
9+.11-.5)

P(flawed | passed) =

36
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Chapter 2: Probability

Use the information provided and the addition rule:
P(A; U Az) = P(4)) + P(A3) — P(Ay "y Ay) = P(A) M Ay) = P(A4)) + P(4;) - P(A, W A;) = .55+ .65~ .80
= .40,

D) 40 L .5714. If a person likes vehicle #3, there’s a 57.14%

P(4) 70

chance s/he will also like vehicle #2.

By definition, P(4,|4,)=

No. From b, P(4, | 4,)=.5714 # P(A;) = .65. Therefore, 4, and 4; are not independent. Alternatively,
P(A; N A3) = 40 # P(4,)P(A5) = (.65)(.70) = 455.

P((A, w4 ] A)
P(A))

There are several ways to calculate the numerator; the simplest approach using the information

provided is to draw a Venn diagram and observe that P([4, v A4]N4)=P(4, w4,V A)-P(4)=

88 — .55 = .33. Hence, P(4, U, | A)) = %= 7333,

The goal is to find P(4, U A, | 4),i.e. . The denominator is simply 1 — .55 = .45.

89, The question asks for P(exactly one tag lost | at most one tag lost) = P((C, " C;)w(C/NG,) [(C, NG,)).
Since the first event is contained in (a subset of) the second event, this equals

PU(C,NCHVCNG,) _ P(C,NCY+PCING,) _ P(CYP(Cy) +PCHP(C)

by independence =

P(C,NC,)) 1-P(C,NG,) 1-P(C)P(C;)

r(l—nm)+(-m)x _ 2z(1-7)  2x

-2 | 147

Supplementary Exercises

.

a.

c.

P(line 1) = 290 2 333;
1500

.50(500) + 44(400) +.40(600) _ 666 _ ,,,

P(crack) = =
1500 1500

This is one of the percentages provided: P(blemish | line 1) = .15.

10(500) +.08(400) +.15(600) 172

P(surface defect) = 3
1500 1500
.10(500
P(line 1 M surface defect) = —-—[--——-) = _}_{.)_;
1500 1500
so, P(line 1 | surface defect) = M:ﬂ: 291.
172/1500 172
37
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93.

95,

97.

99.

Apply the addition rule: P(AUB) = P(A) + P(B)— P(A n B) => .626 = P(4) + P(B) — .144. Apply
independence: P(4 N B) = P(A)P(B)=.144.
So, P(A) + P(B)=.770 and P(4)P(B) = .144.
Let x = P(4) and y = P(B). Using the first equation, y = .77 — x, and substituting this into the second
equation yields x(.77 — x) = .144 or ¥ - 77x +.144 = 0. Use the quadratic formula to solve:

Chapter 2: Probability

B e | 144 +, : :
x:'wi‘lrﬂ} (! )=‘7?2 £ = 32 or .45. Since x = P(4) is assumed to be the larger

2(1)

probability, x = P(4) = 45 and y = P(B) = .32

There are 5! = 120 possible orderings, so P(BCDEF) = = .0833.

The number of orderings in which F is third equals 4x3x1*x2x1 = 24 (*because F must be here), so
P(F is third) = 2 = .2. Or more simply, since the five friends are ordered completely at random, there

is a % chance F is specifically in position three.

4x3Ix2x1x1 _
120

Similarly, P(F last) = 2o

_ 4 (&)
P(F hasn’t heard after 10 times) = P(not on #1 M not on #2 M ... N noton #10) = %x-'-x§=[—J =

1074,

When three experiments are performed, there are 3 different ways in which detection can occur on exactly
2 of the experiments: (i) #1 and #2 and not #3; (ii) #1 and not #2 and #3; and (iii) not #1 and #2 and #3. If
the impurity is present, the probability of exactly 2 detections in three (independent) experiments is
(R)(8)(2) + (8)(:2)(.8) + (.2)(.8)(.8) = .384. Ifthe impurity is absent, the analogous probability is
3(.1)(.1)(.9) = .027. Thus, applying Bayes’ theorem, P(impurity is present | detected in exactly 2 out of 3)
_ P(detected in exactly 2 mpresent) _ (.384)(.4)

P(detected in exactly 2) (.384)(.4)+(.027)(.6) e

Refer to the tree diagram below.

P(pass inspection) = P(pass initially U passes after recrimping) =
P(pass initially) + P(fails initially N goes to recrimping M is corrected after recrimping) =
95 + (.05)(.80)(.60) (following path “bad-good-good™ on tree diagram) = .974.
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P(passed initially) =£=‘9754»

P(passed inspection) .974

b. P(needed no recrimping | passed inspection) =

101. Let A = 1¥ functions, B = 2™ functions, so P(B) = .9, P(A U B) = .96, P(4 N B)=.75. Use the addition rule:
P(Aw B)=P(A)+P(B)-P(A B)=> 96 =P(4)+ .9—-.75 = P(4) = .81.
PBnA) .75 _

Therefore; P(B | Ay = ———==—=.926,
P(A) .81

103. A tree diagram can also help here.
a. P(E,nL)=P(E)P(L|E,)=(.40)(.02)=.008.

b. The law of total probability gives P(L) =¥ P(E)P(L | E;) = (.40)(.02) + (.50)(.01) + (.10)(.05) =.018.

_PENL) _ PEPEIE) | (40X98)
PLL) 1=P(L) 1-.018

.601.

c. P(E|L)=1-P(E|L)=1

105.  This is the famous “Birthday Problem” in probability.

a. There are 365" possible lists of birthdays, e.g. (Dec 10, Sep 27, Apr 1, ...). Among those, the number
with zero matching birthdays is P65 (sampling ten birthdays without replacement from 365 days. So,

Plall different) = 865, - (365)364)-(356) _ gg5 piat feast two the same) = 1 - .883 = .117.

365" (365)"

E
b. The general formula is P(at least two the same) = 1 — ﬁ . By trial and error, this probability equals

476 for k=22 and equals .507 for k = 23. Therefore, the smallest k for which & people have at least a
50-50 chance of a birthday match is 23.

c. There are 1000 possible 3-digit sequences to end a SS number (000 through 999). Using the idea from

P
a, P(at least two have the same SS ending) = 1 — ]—% =1-.956 = .044.

Assuming birthdays and SS endings are independent, P(at least one “coincidence™) = P(birthday
coincidence W SS coincidence) = .117 + .044 — (.117)(.044) = . 156,

107.  P(detection by the end of the nth glimpse) = | — P(not detected in first » glimpses) =

1-P(G/ NG+ G)=1- PG)P(G))~PG)=1~(1=p)1=pp) ... A -p) = 1-TI(1= p)).

109.

1 1
a. P(alli t = —=—=_0417.
(all in correct room) A 24

b. The 9 outcomes which yield completely incorrect assignments are: 2143, 2341, 2413, 3142, 3412,
3421,4123,4321, and 4312, so P(all incorrect) = —2%= A75.
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111.

113.

Chapter 2: Probability

Note: s = 0 means that the very first candidate interviewed is hired. Each entry below is the candidate hired
for the given policy and outcome.

Outcome s=0 s=1 s=2 s=3 | Outcome s=0 s=1, s=2.5=3
1234 1 -+ 4 4 3124 3 1 4 4
1243 1 3 3 3 3142 3 1 4 )
1324 | 4 4 4 3214 3 2 1 4
1342 1 2 2 2 3241 3 2 1 1
1423 1 3 3 3 3412 3 1 1 2
1432 1 2 2 2 3421 3 2 2 1
2134 2 1 4 4 4123 4 1 3 &
2143 2 1 3 3 4132 4 1 2 2
2314 2 1 1 4 4213 4 2 1 3
2341 2 1 1 1 4231 4 2 1 1
2413 2 1 1 3 4312 | 3 1 2
2431 2 1 1 1 4321 4 3 2 1

From the table, we derive the following probability distribution based on s:

s ‘ 0 | 2 3

P(hire #1) 6 11 10 6
24 24 24 24

Therefore s = 1 is the best policy.

P(A,) = P(draw slip | or 4) = '4: P(4,) = P(draw slip 2 or 4)=Y;

P(A;) = P(draw slip 3 or 4) = '5; P(4, N 4;) = P(draw slip 4) = Va;

P(A4; N 43) = P(draw slip 4) = Ya; P(4, N 43) = P(draw slip 4) = Y.

Hence P(4, N A;) = P(4,)P(4y) = Y43 P(4; N A3) = P(43)P(43) = Y4; and

P(A; N A3) = P(4,)P(43) = Y. Thus, there exists pairwise independence. However,

P(A; N A; N A3) = P(draw slip 4) = % # Y% = P(4,)P(42)P(4;), so the events are not mutually independent.

40
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CHAPTER 3

Section 3.1

1.

S FFF SFF FSF FFS FSS SFS GSSF SS8§
X 0 1 l 1 2 2 2 3

3 Examples include: M = the difference between the large and the smaller outcome with possible values 0, 1,
2, 3,4, 0r5; T=1 if the sum of the two resulting numbers is even and T = 0 otherwise, a Bernoulli random
variable. See the back of the book for other examples.

5 No. In the experiment in which a coin is tossed repeatedly until a A results, let ¥ = 1 if the experiment
terminates with at most 5 tosses and ¥ = 0 otherwise. The sample space is infinite, yet } has only two
possible values. See the back of the book for another example.

7.

a. Possible values of Xare 0, 1, 2, ..., 12; discrete.

b. With n=# on the list, values of Yare 0, 1, 2, ... , N: discrete.

¢. Possible values of Uare 1, 2, 3, 4, ... ; discrete.

d. Possible values of X are (0, o) if we assume that a rattlesnake can be arbitrarily short or long: not
discrete.

e. Possible values of Z are all possible sales tax percentages for online purchases, but there are only
finitely-many of these. Since we could list these different percentages {zy, 22, ..., 2n}, Z is discrete.

f.  Since 0 is the smallest possible pH and 14 is the largest possible pH, possible values of Y are [0, 14];
not discrete.

g. With m and M denoting the minimum and maximum possible tension, respectively, possible values of
X are [m, M]; not discrete.

h. The number of possible tries is 1, 2, 3, ...; each try involves 3 racket spins, so possible values of X are
3,6,9, 12, 15, ...; discrete.

9.

a. Returns to 0 can occur only after an even number of tosses, so possible X values are 2, 4, 6, 8, ....
Because the values of X" are enumerable, X is discrete.

b. Now areturn to 0 is possible after any number of tosses greater than 1, so possible values are 2, 3,4, 5,
.... Again, X is discrete.

41
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Chapter 3: Discrete Random Variables and Probability Distributions

Section 3.2

11.
a. pef e
DT R ¥ S N S e —‘
Ihl-l —
£ oy
i 0 H \_l
] 1 2 L] 4
| x
b. P(X>2)=p(2)+p(3)+p@d)=30+.15+.10=.55, while P(X>2)=.15+ .10 = .25.
e, P(1<X<3)=p(l)+p(2)+p(3)= 25+ .30+.15=.70.
d. Who knows? (This is just a little joke by the author.)
13.
a. P(X<3)=p0)+p(1)+p2)+pQ3)= 10+.15+.20+.25=.70.
b. P(X<3)=PX<2)=p0)+p(l)+p2)=45.
c. P(X>3)=p3)+p4)+p(5)+p6) =55
d. PQ<X<5=p@2)+p3)+p4d+p6S)=.7L
e. The number of lines not inuse is 6 — X, and P2 =6 - X< 4)y=P(H4<-X<=-2)=
P2 <X<4)=p(2) +p(3) + p(4) = .65.
f. P{6~X24]=P(X£2)=.IU+.IS+.2{l'~.45.
15.

a. (1,21(1,3}(1.-4111.5){2,3)(2.4112.5){3.4}(3,5)(4_.5}

b. X can only take on the values 0, 1, 2. p(0) = P(X=0)=P({(3.4) 3,5 4,5} =3/10= 3
p(2)=P(X=2)=P({(1,2)}) = 1/10=1;p(1) = P(X=1)=1-[p(0) + p(2)] = .60; and otherwise p(x)
= (.

¢. F(0)=PX<0)=PX=0)= .30
F(1)=P(X<1)=P(X=0or 1)=.30+ .60 = .90;
F(2)=P(X<2)=1.

Therefore, the complete cdf of X is
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Chapter 3: Discrete Random Variables and Probability Distributions

0 x<0

30 0<x<l

90 1=x<2
l 2<x

Flx)=

p(2) = P(Y =2) = P(first 2 batteries are acceptable) = P(44) = (.9)(.9) = B1.
p(3)=P(Y=23)=P(UAA or AUA) = (.1)(.9) + (.1)(.9)% = 2[(.1)(.9)"] = .162.

The fifth battery must be an 4, and exactly one of the first four must also be an 4.
Thus, p(5) = P(AUUUA or UAUUA or UUAUA or UUUAA) = 4[(.1)’(.9)"] = .00324.

n(v) = P(the y* is an 4 and so is exactly one of the first y — 1) = (y— DCD (9, fory=2,3,4,5, ...
! )

p(0) = P(Y = 0) = P(both arrive on Wed) = (.3)(.3) = .09;
p(1) = P(Y= 1) = P((W,Th) or (Th,W) or (Th,Th)) = (.3)(.4) + (4)(.3) + (.4)(4) = .40;
p(2) = P(Y = 2) = P((W,F) or (Th,F) or (F,W) or (F.Th) or (F.F)) = .32;
p(3)=1-[.09 + .40 + .32] =.19.

First, | + 1/x>1forallx =1, ..., 9, so log(l + 1/x) > 0. Next, check that the probabilities sum to I:
9 [

Zlogm{l +1/x)= Z log,, [ﬂj = log,, (%] + Iogw[%] ++o+logy, [}92] using properties of logs,
x=l r=| X

this equals logtﬂ(%x%x---x?J= logp(10)=1.

Using the formula p(x) = log;o(1 + 1/x) gives the following values: p(1) =.301, p(2) = .176, p(3) =
125, p(4) = .097, p(5) = .079, p(6) = .067, p(7) = .058, p(8) = .051, p(9) = .046. The distribution
specified by Benford’s Law is not uniform on these nine digits; rather, lower digits (such as 1 and 2)
are much more likely to be the lead digit of a number than higher digits (such as 8 and 9).

The jumps in F(x) occur at 0, ... , 8. We display the cumulative probabilities here: F(1) = .301, F(2) =
477, F(3) = .602, F(4) = .699, F(5) =.778, F(6) = .845, F(7) = .903, F(8) = .954, F(9) = 1. So, F(x) =
Oforx<1; F(x)=.301 for 1 =x<2;

F(x)=.477 for2<x<3; etc.

P(X<3)=F(3)=.602 P(X>5)=1-PX<5)=1-PX<4)=1-F#)=1-.699= 301

p(2)=P(X=2)=F3)-F(2)=.39 -.19=20.
PX>3)=1-PX<3)=1-F(3)=1-.67=.33.
P(2<X<5)=F(5)-F(2-1)=F(5)-F(1)=.92-.19=_78.

P(2<X<5)=P2<X<4)=F4)-F(2)=.92-.39=.53.

43
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Chapter 3: Discrete Random Variables and Probability Distributions

25. p(0) = P(Y=0)=P(B first) = p;
p(1)=P(Y=1)=P(G first, then B) = (1 - p)p:
p(2)=P(Y=2)=P(GGB) = (1 - p)’p;
Continuing, p(y) = P(y Gs and thena B) = (1 —pYp fory=10,1,23,....

27.
a. The sample space consists of all possible permutations of the four numbers 1, 2, 3, 4:
outcome  x value | outcome x value outcome  x value
1234 4 2314 1 3412 0
1243 2 2341 0 3421 0
1324 2 2413 0 4132 1
1342 1 2431 1 4123 0
1423 1 3124 I 4213 I
1432 2 3142 0 4231 2
2134 2 3214 2 4312 0
2143 0 3241 1 4321 0

b.  From the table in &, p(0) = PIX=0) = 3%, p(1) = P(X=1)= & p2)=P(Y=2)= £,

pB3)=P(X=3)=0,and p(4)=P(Y=4)= ;.

Section 3.3

29.
& E(X)=) wp(x) = 1(.05) + 2(.10) + 4(.35) + 8(.40) + 16(.10) = 6.45 GB.
allx
b F(X)= Y (x= ) p(x) = (1 - 6.45)°(05) + (2~ 6.45)°(.10) + ... + (16 — 6.45)*(.10) = 15.6475.
allx
¢. o= JV(X)=415.6475 = 3.956 GB.
d.  E(X")=3x"p(x)=17(.05) + 2°(.10) + 4%(.35) + 8%(.40) + 16%(.10) = 57.25. Using the shortcut
all =
formula, V(X) = E(X?) — 1" = 57.25 - (6.45) = 15.6475.
31 From the table in Exercise 12, E(Y) = 4‘3{ 05) +46(.10) + ... + 55(. 01) = 48.84; sn‘m]arly,

E(Y') = 45°(05) + 46°(_10) + ... + 55°(.01) = 2389.84; thus M(¥) = E(¥*) - [E(V)] = 2389.84 — (48.84)* =
4.4944 and oy = V4.4944 =2.12.
One standard deviation from the mean value of ¥ gives 48.84 + 2.12 = 46.72 to 50.96. So, the probability ¥

is within one standard deviation of its mean value equals P(46.72 < Y < 50.96) = P(¥ = 47, 48, 49, 50) =
A2+ .14+ 25+.17 = .68.

44
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33.

35.

37.

39.

41.

43.

Chapter 3: Discrete Random Variables and Probability Distributions

a. EWX)= Z.r: p(x)=0%(1 = p) + 1¥(p) = p.

y={)

b. V(X)=EWX) - [EXY =p—[p) =p(1 -p).
e EXP=0"01 -p)+ 1”(p) = p. In fact, E(X") = p for any non-negative power 1.

Let A3(X) and h4(X) equal the net revenue (sales revenue minus order cost) for 3 and 4 copies purchased,
respectively. If 3 magazines are ordered ($6 spent), net revenue is $4 — $6 =-$2 if X'=1,2($4) - $6 =852
if X =2, 3(%4) - 86 = $6 if X = 3, and also $6 if X =4, 5, or 6 (since that additional demand simply isn’t
met. The values of h4(X) can be deduced similarly. Both distributions are summarized below.

x I 2 3 4 5 6
hs(x) =2 2 6 6 6 6
ha(x) 4 0 4 8 8 8

2 2
p) i is 5 s * %

Using the table, E[Ay(X)] = Zh,(x} p(x)=(2)5) + ... +(6)({3)=$4.93.

Similarly, E[mm]=Zh,(x}- px)=(4)5)+... + (8)(F%)=$533.

r=|

Therefore, ordering 4 copies gives slightly higher revenue, on the average.

o 2
SPRTNG, A0 AORE - 2 bl n(n+1)(2n+1) =(n+l}(2n+l)
E(X*)=Yx ( )-an —”[ ; } - , S0

x=] n x=]

Using the hint, E(X) = Zx-(l] :—'Zx = 1[”{" i l)} -“Zil Similarly,
X=] n n

V(X)=

(n+n(2n+n_[n+l)1_n3~|
6 2 B0

From the table, E(X) = ¥ ap(x) = 2.3, E(X’) = 6.1, and V(X) = 6.1 —(2.3)" = 81. Each lot weighs 5 Ibs, so
the number of pounda left = 100 — 5X. Thus the expected weight left is E( 100 5X)=100-5E(X) =
88.5 Ibs, and the variance of the weight left is F(100 — 5X) = H(-5X) = (-5) PHX) = 25(X) = 20.25.

Use the hint; ¥(aX + b)= E[((aX +b)— E(aX +b))’] = > [ax+b—E(aX +b)]’ p(x) =

Z[ax +b—(au+b)l p(x)= Z[ax —aul p(x)= a:Z(x - .u_]zp(x) =a’V(X).

Witha=1and b= -¢, E(X—¢) = E(aX + b)= a E(X) + b =E(X) —c.
When ¢ = u, E(X—- p) = E(X) — u= pu— u=0; i.e., the expected deviation from the mean is zero.

45
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Chapter 3: Discrete Random Variables and Probability Distributions

45. a < X < b means that a <x < b for all x in the range of X. Hence ap(x) <xp(x) < bp(x) for all x, and
zup(.rl < z_\'p[xj < Ebp{,l']
uz plx) = Z_\'p(_.\'] < hz p(x)

a1<E(X)<bh-1
a<E(X)<b

Section 3.4

47.
a. B(4:15.7)=.001.

b. b(4:15.7)=B(4;15,.7) - B(3;15,.7) = .001 - .000 = .001.

¢. Nowp=.3 (multiple vehicles). 5(6;15,.3) = B(6;15,.3) — B(5:15,.3)= 869 — .722 = .147.
d. P2<Xs4)=B(4:15.7)- B(1;15,7) = .001.

e. P2<X=1-PX=D=1-B(L15N=1- .000=1.

f  The information that 11 accidents involved multiple vehicles is redundant (since n = 15 and x =4). Se,
this is actually identical to b, and the answer is .001.

49, Let X be the number of “seconds,” so X' ~ Bin(6, 10).

(n) o 5 (6\'l | 5
a. P(X=1)= p(l=p) "= (.1)' (.9) =.3543.
Lx 1)
re - 6 0 6 6 15 5 =
b. PX22)=1-[PX=0)+PX=1)]=1- 0 (1 (9) + i GG =1 —[.5314 + .3543] =
1143,

c. Either 4 or 5 goblets must be selected.

4
Select 4 goblets with zero defects: P(X =0) = [(JLL)“(B)" = .6561.

4
Select 4 goblets, one of which has a defect, and the 5" is good:[[ l]{_.l)1 9)° } x.9 =.26244
So, the desired probability is .6561 + 26244 = 91854.

51. Let X be the number of faxes, so X ~ Bin(25, .25).
a. E(X)=np=25(.25)=6.25.

b. WX)=np(l-p) = 25(.25)(.75) = 4.6875, s0 SD(X) =2.165.

¢. P(X>625+2(2.165)) = P(X>10,58)=1 - P(X<10.58)= 1 - P(X<10)=1-B(10;25,.25) = .030.

46
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53.

55.

57.

59.

61.

63.

Chapter 3: Discrete Random Variables and Probability Distributions

Let “success” = has at least one citation and define X' = number of individuals with at least one citation.
Then X ~ Bin(n=15,p= 4).
a. Ifatleast 10 have no citations (failure), then at most 5 have had at least one (success):

P(X <5) = B(5;15,40) = .403.

b. Halfof 15 is 7.5, so less than half means 7 or fewer: P(X < 7) = B(7;15,40) = .787.
c. P52X<10)=PX<10)—-P(X<4)=.991-.217=.774.

Let “success” correspond to a telephone that is submitted for service while under warranty and must be

replaced. Then p = P(success) = P(replaced | submitted)-P(submitted) = (.40)(.20) = .08. Thus X, the

number among the company’s 10 phones that must be replaced, has a binomial distribution with » = 10 and
10

p=.08,50 P(X=2)= [ : ](‘03)2(.92)‘* = .1478.

Let X = the number of flashlights that work, and let event B = {battery has acceptable voltage}.

Then P(flashlight works) = P(both batteries work) = P(B)P(B) = (.9)(.9) = .81. We have assumed here that
the batteries’ voltage levels are independent.

Finally, X ~ Bin(10, .81), so P(X > 9) = P(X=9) + P(X = 10) = .285 +.122 = 407.

In this example, X ~ Bin(25, p) with p unknown.
a. P(rejecting claim when p = .8) = P(X < 15 when p = .8) = B(15; 25, .8) = .017.

b. P(not rejecting claim when p=.7) = PX>15whenp=.7) =1 -P(X<15whenp =.7) =
=1 -B(15;25, . 7)=1-.189= 8l11.
For p = .6, this probability is = 1 — B(15; 25, .6) =1 — .575 = 425.

¢. The probability of rejecting the claim when p = .8 becomes B(14; 25, .8) =006, smaller than in a
above. However, the probabilities of b above increase to .902 and .586, respectively. So, by changing
15 to 14, we're making it less likely that we will reject the claim when it’s true (p really is = .8), but
more likely that we’ll “fail” to reject the claim when it’s false (p really is < .8).

If topic A is chosen, then n = 2, When n = 2, P(at least half received) = P(X2 1) =1 - P(X=0) =
2
1=] " 1¢9)":1)*=.99:
(ores
If topic B is chosen, then n = 4. When n = 4, P(at least half received) = P(X22) = 1 - P(X< 1) =
4 4
1-[((})(.9)“(.1)‘ +[ : )(‘9)'(.1)’} .9963.
Thus topic B should be chosen if p =.9.

However, if p = .5, then the probabilities are .75 for A and .6875 for B (using the same method as above),
so now A should be chosen.

n n
a. b(x;m,1-p)= [J(l—p)’(p)”"‘ = [R_J{p)""‘(l — p)' =b(n—=x;n, p).
Conceptually, P(x S’s when P(S) = 1 - p) = P(n—x F’s when P(F) = p), since the two events are
identical, but the labels S and F are arbitrary and so can be interchanged (if P(S) and P(F) are also

interchanged), yielding P(n—x S’s when P(S) = 1 — p) as desired.

47
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Chapter 3: Discrete Random Variables and Probability Distributions

b. Use the conceptual idea from a: B(x; n, 1 — p) = P(at most x S’swhen P(S)=1-p)=
P(at least n-x F's when P(F) = p), since these are the same event
= P(at least n-x S’s when P(S) = p). since the S and F labels are arbitrary
— | — P(at most n—x—1 S’s when P(S)=p)=1-B(n—x-1:n, p).

¢. Wheneverp>.5,(1-p)<.5s0 probabilities involving X can be calculated using the results aand b in
combination with tables giving probabilities only for p < =7

65.
a. Although there are three payment methods, we are only concerned with § = uses a debit card and F =

does not use¢ a debit card. Thus we can use the binomial distribution. So, if X = the number of
customers who use a debit card, X ~ Bin(» = 100, p = .2). From this,
E(X) = np = 100(.2) = 20, and ¥(X) = npg = 100(2)(1-2) = 16.

b. With$ = doesn’t pay with cash, n= 100 andp =.7,s0 u=np=100(.7) = 70, and V'=21.
67. Whenrn=20andp = .5, u=10and 0=2.236,50 20= 4472 and 30=6.708.
The inequality |X — 10| = 4.472is satisfied if either X < 5 or X2 15, 0r

P(X- 2 20)=P(X<S5orX215)=.021+ 021 = .042. The inequality |X— 10| = 6.708 is satisfied if
either X<3 or X>17, s0 P(X - p|=30) = P(X<3orX>17)=.001+.001= .002.

Section 3.5

69. According to the problem description, X is hypergecometric withn=6,N=12, and M=T7.

{7}(5]

al\2) 350 ;! gt st e

= _Eﬁ_.ﬂf).f’(){s:ﬂ—l—P(X>4)-l [P =5) + P(X=6)]
6

[7][5] (7J(5]

SAL) NGOy _ 114+ 0077 =1 .121= 879.

o ST, R

o) (&

M 7 12-6\.( 7 7
b Eny=n-M 6. La3s; ny= (== |6| = || 15> |-0.795; 9= 0.892. 50,
T 0 [12-1] (12}[ 12} v 5

PX>u+0)=PX>35+ 0.892) = P(X>4.392) = P(X=5or 6)=.121 (from part a).

a. PX=4)=

¢. We can approximate the hypergeometric distribution with the binomial if the population size and the
number of successes are large. Here, n= 15 and M/N = 40/400 = .1, so
h(x;15, 40, 400) = b(x;15, .10). Using this approximation, P(X < 5)=B(5; 15, .10) = 998 from the
binomial tables. (This agrees with the exact answer (o 3 decimal places.)

48
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71.

a. Possible values of X are 5, 6, 7, 8, 9, 10. (In order to have less than 5 of the granite, there would have
to be more than 10 of the basaltic). X is hypergeometric, with n= 15, N=20, and M = 10. So, the pmf
of Xis

()]
x \15-x
x) =h(x; 15, 10, 20) = ~——>——=,
p(x)=hix 0) 20
15
The pmf is also provided in table form below.
a1 6 7 8 9 10
plx) | 0163 1354 3483 3483 1354 0163
b. P(all 10 of one kind or the other) = P(X=35) + P(X = 10) = .0163 + .0163 = .0326.
e w=nLo1s 205 pon~ [M]IS(E)[I —E) — .9868; 0= 9934,
N 20 20-1 20 20
pu+o=7.51+.9934 = (6.5066, 8.4934), so we want P(6.5066 < X < 8.4934). That equals
P(X =7)+ P(X = 8) = .3483 + .3483 = 6966.
73.

a. The successes here are the top M = 10 pairs, and a sample of n = 10 pairs is drawn from among the N
10} 10
()
20 '
(o)

b. Let X = the number among the top 5 who play east-west. (Now, M =5.)
Then P(all of top 5 play the same direction) = P(X' = 5) + P(X=0) =

3L5) o)
20 20
10 10
¢. Generalizing from earlier parts, we now have N = 2n; M = n. The probability distribution of X is

(n][ ﬂ }

: x\n—x

hypergeometric: p(x) = h(x; n, n, 2n) = —~{2ﬂ—) forx=0,1, ..., n. Also,
n

= 20. The probability is therefore A(x; 10, 10, 20) =

h(5; 10, 5, 20) + h(5; 10, 5, 20) = [

1 2n—n n n n
E(X)= n-—=—n and V(X)= e (I .
)= posc st sd iy (2::-1] y [ 2»:] a(2n-1)
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Chapter 3: Discrete Random Variables and Probability Distributions

75. Let X = the number of boxes that do not contain a prize until you find 2 prizes. Then X' ~ NB(2, .2).
a. With S = a female child and F = a male child, let X = the number of F's before the 2™ §. Then

x+2-1 X g T
PX=x)=nbl;2, 2)=|", (2(1-2) = (x + 1)(:2)(.8)"
b. P(4 boxes purchased) = P(2 boxes without prizes) = P(X =2) =nb(2;2, .2) = (2 * 1)(.2)X(.8)* = .0768.

e P(at most 4 boxes purchased) = P(X<2) = 3 nb(x;2,.8) = .04 + 064 + 0768 = .1808.

= )
d. EX)= A=p)_ ) o 8. The total number of boxes you expect to buy is 8 + 2 =10.

77. This is identical to an experiment in which a single family has children until exactly 6 females have been
born (since p = .5 for each of the three families). So,

x+5 i x+35 &
p(x) = nb(x; 6, 5)= 5 £3a-3)'= : (.5)°" . Also, E(X)=

just 2 + 2 + 2, the sum of the expected number of males born to each family.

; notice this is

ri-p) _6(1-.5) _
5

Section 3.6

79. All these solutions are found using the cumulative Poisson table, F(x; u) = Fx; 1).
a. PX<5=F(5;1)=.999.

e-!iz

= 184.0r, PX=2)=F(2; 1)~ F(1; 1) = 920 - .736 = .184.

e. PR<X<4H)=PX<4)-PX<1)=F4 1)=F(1; 1) = .260.

d. For XPoisson, e =+ =1,50 PX>pu +0o)=P(X>2)=1 _PX<=1-F(2;1)= 1 —.920 = .080.

81. Let X ~ Poisson(u = 20).
a. P(X<10)=F(10;20)=.011.

b. P(X>20)=1-F(20;20)=1-.559 = 441.

e.  P(10<X<20)=F(20; 20) - F(9; 20) = .559 - 005 = .554;
P(10 < X < 20) = F(19; 20) - F(10; 20) = 470 - 011 = .459.

d. EX)=p=20,800= J20 = 4.472. Therefore, P(u — 20 <X <u+20)=
P(20 - 8944 < X <20+ 8.944) =P(11.056 <X <28.944)=P(X < 28)-PX<11)=
F(28: 20) - F(11; 20) = .966 ~ .021 = .945.
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Chapter 3: Discrete Random Variables and Probability Distributions

83. The exact distribution of X'is binomial with n = 1000 and p = 1/200; we can approximate this distribution
by the Poisson distribution with u = np = §,
a. P(525X<8)=F8;5)~-F(4; 5= 492

b. PXz28)=1-PX<T=1-F7;5)=1-.867=.133.

85.
e g®
a. u=8whent=1s0PX=6)= = .122; P(X > 6) = 1 — F(5; 8) = .809; and
P(X210)=1- F(9; 8) = .283.
b. =90 min= 1.5 hours, so u = 12; thus the expected number of arrivals is 12 and the standard deviation
is o =12 =3.464.
¢. =25 hours implies that = 20. So, P(X 220) =1 — F(19; 20) = .530 and
P(X<10)=F10;20)=.011.
87.
a. For atwo hour period the parameter of the distribution is u = ar = (4)(2) = 8,
Bl
so P(X=10)= £ = 099,
10!
: : e?2°
b. For a 30-minute period, af = (4)(.5) =2, 50 P(X=0) = T =.135.
¢. The expected value is simply E(X) = af=2.
89, In this example, « = rate of occurrence = 1/(mean time between occurrences) = 1/5=2.
a. For a two-year period, 4 = at = (2)(2) = 4 loads.
b. Apply a Poisson model with u = 4: P(X>5)=1-P(X<5)=1-F(5;4)=1-.785 = 215.
¢. Fora = 2 and the value of 7 unknown, P(no loads occur during the period of length 1) =
=2t {
PX=0)= L?—”:e'z'. Solve fort: e ¥ <.1 = -2t <In(.1) =t > 1.1513 years.
91.

a. For a quarter-acre (.25 acre) plot, the mean parameter is u = (80)(.25) = 20, so P(X'< 16) = F(16; 20) =
221

b. The expected number of trees is a-(area) = 80 trees/acre (85,000 acres) = 6,800,000 trees.

¢. The area of the circle is 7% = m(.1)’ = .01n =.031416 square miles, which is equivalent to
.031416(640) = 20.106 acres. Thus X has a Poisson distribution with parameter u = a(20.106) =
80(20.106) = 1608.5. That is, the pmf of X is the function p(x; 1608.5).
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Chapter 3: Discrete Random Variables and Probability Distributions

No events occur in the time interval (0, 7 + At) if and only if no events occur in (0, f) and no events
occur in (£, t + Af). Since it’s assumed the numbers of events in non-overlapping intervals are
independent (Assumption 3),

P(no events in (0, ¢ + Ar)) = P(no events in (0, £)) - P(no events in (£, t + Af)) =

Dt + Af) = Py(t) - P(no events in (1, t + Af)) = Po(?) - [1 — aAr —o(Af)] by Assumption 2,

Rewrite a as Py(t + Af) = Py(1) — Po(t)[aAt + o(AD)], so Pyt + Af) — Py(f) = —Po(t)[alAt + o(AD)] and

fﬁ“—ﬂé)—_m =—ak()- R—.(z‘}-w\ﬂ” . Since ﬂ(f"r} — 0 as At — 0 and the left-hand side of the
At M 1
P, de(t
equation converges 10 d—;"(—{-]—as At — 0, we find that -@ =—aPy(1).
t

dB(t) _ d

dt dt
probability of zero events in (0, ) for a process defined by Assumptions 1-3 is equal to e™.)

Let Py(f) =e™. Then [e™] =-ae™ =-aP1), as desired. (This suggests that the

5t k = —&! k a -at k=1
Sty oo inplies ShES 0. (oo (o) M (al) |
ar| Kl Kl k!

~{rl k —at k-1
e (at e at) "
- k) + o a1 = —aPy(t) + aPy_ (1), as desired.

k! (k-1

Supplementary Exercises

a. We'll find p(1) and p(4) first, since they’re easiest, then p(2). We can then find p(3) by subtracting the

others from 1.
p(1) = P(exactly one suit) = P(all 4) + P(all ¥) + P(all #) + P(all #) =

)0
5MK0 :
T = 00198, since there are 13 #s and 39 other cards.
5)

(13 "l.ﬂ(l} [!3

L2 l| {1l | |
pd)=4-PRa 1w 1¢18)=4-~ 52 = 263713

b

p(2) = P(all s and #s, with > one of each) + ... + P(all #s and #s with > one of each) =

4- Palla)= 4

[4

L_}] + P(all ¥s and 4s, with > one of each) =

6-[P(lwand 4 &)+ P2vand3a)+P3vand 2 )+ P(4vand 1 e)]=
{IB][IB] (13\1[13}

gt AL o A A%

52) [52

[5J 5 ]

Finally, p(3) = 1 — [p(1) + p(2) + p(4)] = .58835.

{18.59(“44,6]6

=.14592.
2,598,960
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Chapter 3: Discrete Random Variables and Probability Distributions

4 4
b = Zx-p[x)=3,1i4;ﬁ{zxz-p{x)]—m.]mf =.405 = 0= .636.
x|

w=|

97.
a. From the description, X' ~ Bin(15, .75). So, the pmf of X is b(x; 15, .75).
b. P(X>10)=1-PX<10)=1-B(10;15,.75)=1—.314 = .686.
e. P(6<X<10)=B(10; 15, .75)- B(5; 15, .75)= .314 — .001 = .313.
d. p=(15)0.75)= 1175, &= (15)(.75)(.25) = 2.81.
e. Requests can all be met if and only if X< 10, and 15— X < 8§, i.e. iff 7 <X < 10. So,
P(all requests met) = P(7 < X < 10) = B(10; 15, .75) — B(6; 15, .75) = .310.
99. Let X = the number of components out of 5 that function, so X ~ Bin(5, .9). Then a 3-out-of 5 system
works when Xis at least 3, and P(X23)=1-P(X<2)=1-B(2;5, .9)= 991
101.
a. X~ Bin(n =500, p=.005). Since n is large and p is small, X can be approximated by a Poisson
-2.5 X
distribution with z = np = 2.5. The approximate pmf of X' is p(x; 2.5) = ¢ ;':'5 t
x!

-25 5
L R

b. P(X=5)=

¢. PXz5)=1-PX<4)=1-p(4;2.5)=1-.8912 = _1088.

103.  Let Y denote the number of tests carried out.
For n = 3, possible ¥ values are 1 and 4. P(¥=1)=P(no one has the disease) = (.97 =.729 and P(Y=4) =
1 —.729 = 271, 50 E(Y) = (1)(.729) + (4)(.271) = 1.813, as contrasted with the 3 tests necessary without

group testing.
For n = 5, possible values of ¥ are 1 and 6. P(Y = 1) = P(no one has the disease) = (.9)° =.5905, so
P(Y=6)=1~.5905 = 4095 and £(Y) = (1)(.5905) + (6)(.4095) = 3.0475, less than the 5 tests necessary

without group testing.
105.  p(2) = P(X=2)=P(SS)=p, and p(3) = P(FSS) = (1 - p)p”.

For x > 4, consider the first x — 3 trials and the last 3 trials separately. To have X = x, it must be the case
that the last three trials were FSS, and that two-successes-in-a-row was not already seen in the first x -3
tries.

The probability of the first event is simply (1 - p)p’.
The second event oceurs if two-in-a-row hadn’t occurred after 2 or 3 or ... or x — 3 tries. The probability of

this second event equals 1 — [p(2) + p(3) + ... + p(x — 3)]. (For x = 4, the probability in brackets is empty;
forx =3, it's p(2); forx = 6, it’s p(2) + p(3); and so on.)

Finally, since trials are independent, P(X =x)=(1 - [p(2) + ... + p(x-3)]) - (1 - pp’.

For p = .9, the pmf of X up to x = 8 is shown below.
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Chapter 3: Discrete Random Variables and Probability Distributions

e b 3 4 5 6 7 8
o) | 81 081 081 014 0088 0023 .0010

So. P(X < 8)=p(2) + ... + p(8) = .9995.

107.
a. Letevent A = seed carries single spikelets, and event B = seed produces ears with single spikelets.
Then P(4 N B) = P(4) - P(B | A)= (40)(.29) =.116.
Next, let X = the number of seeds out of the 10 selected that meet the condition 4 N B. Then X~
10
Bin(10, .116). So, P(X =5) = [ 5 )[. 116)°(.884)° =.002857 .
b. For any one seed, the event of interest is B = seed produces ears with single spikelets. Using the
law of total probability, P(B)= P(4 N B) + P(4' M B) = (.40)(.29) + (.60)(.26) = .272.
Next, let ¥= the number out of the 10 seeds that meet condition B. Then Y ~ Bin(10, .272). P(Y=5)=
10 . ;
[ A ](‘272)'(1 -.272)’ = 0767, while
- 10 LN J -y
Pr<5)=Y|  [(272)'(1-272)" = 041813 + ... + 076719 = 97024.
v\ Y
109.

—2~0

a. P(X=0)=F0;2)or —— =0.135.

o

b. Let $=an operator who receives no requests. Then the number of operators that receive no requests
follows a Bin(n = 5, p = .135) distribution. So, P(4 S's in § trials) = b(4; 5, 135) =

5
(4){.135)'{.865)‘ =.00144.

¢. For any non-negative integer x, P(all operators receive exactly x requests) =

2ar P 1095k
P(first operator receives X) - ... - P(fifth operator receives x) = [p(x; 2r = l:e 12 jl =eT|3!)5—'
x! x!
Then, P(all receive the same number) = P(all receive 0 requests) + P(all receive | request) + P(all
5 ~1045s
receive 2 requests) + ... = z{ 25 !
x=0 (I‘)

111. The number of magazine copies sold is X so long as X is no more than five; otherwise, all five copies are

sold. So, mathematically, the number sold is min(X, 5), and E[min(x, 5)] = imin{ x.5) p(x;4) = 0p(0; 4) +

x=0

1p(1; 4) + 2p(2; 4) + 3p(3; 4) + 4p(d; )+ 3 5p(x;4)=
x=5

@ [}
1735+ 5 p(x;4) = 1.735 + 5{1—2;:(.“4)} = 1.735 + 5[1 - F(4; 4)] = 3.59.

xuf)
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113.
a.

b.

115.

c.

Chapter 3: Discrete Random Variables and Probability Distributions

No, since the probability of a “success™ is not the same for all tests.

There are four ways exactly three could have positive results. Let D represent those with the disease
and D' represent those without the disease.

Combination Probability
D D
0 3

[[{5}](-2]”(‘8)’]'[@][-9)1(-1)2}

=(.32768)(.0729) = .02389

l ; _5(2}](8‘ [(? (.9’ 1-‘_
| [(2'(3) 2)¢ {.J_

" =(4096)(.0081) = 00332

2 1 (s (5 1
2)*(8) | 9'.n?
[2]( )(8]} _(Jl )( 1_

;(.2048](.{}0045) =.00009216

(5 3yl _ﬂ 5 0 s“
[3](-2) (.8) } “[0](-9) (.1 |

=(.0512)(.00001) = .000000512

Adding up the probabilities associated with the four combinations yields 0.0273.

Notice that p(x; iy, t2) = .5 p(x; ) + .5 p(x; p), where both terms p(x; z;) are Poisson pmfs. Since both
pmfs are > 0, 50 is p(x; 4, p). That verifies the first requirement.

Next, ZP(-“#.,P':) = ‘SZ px; 1 _)+‘52p{x;,uz) = .5+ .5 = 1, so the second requirement for a pmf is
a=l x=l)
met. Therefore, p(x; uty, f2) is a valid pmf.

x=l)

a

EQO = wp(5 phy 1) = 3 LS P ) +.5p(x: )] = 53 xp(xs ) +.53 > px 1) = SECX) +
x={) w=i}

a=i) ]

.SE(X,), where X; ~ Poisson(y;). Therefore, E(X) = .5u; + .5u,.

This requires using the variance shortcut. Using the same method as in b,

E(X) = .Six’-p{x;,u,] +.5ix"-p{ x i) = .SE(X?)+.5E(X]). For any Poisson rv,

x=0
EQ®) = V(X) + [BQOY =+ 4, so E(XC) = 5( + 1) +.5(pt, + 113) -
Finally, V(X) = .5(z + 2) +.5(pt, + 1) —[.Su, + .Sp2]’, which can be simplified to equal .5 + .52
+ .25(u; — ).

Simply replace the weights .5 and .5 with .6 and .4, so p(x; ), uz) = .6 plx; 1) + .4 p(x; i12).
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Chapter 3: Discrete Random Variables and Probability Distributions

10 10
PX=))= ZP[arm ontrack i N X=j)= ZP(X=;' |armon i) - p; =
i= =l

10 10
ZP(ncxt seekati+j+lori—j—-1):p; = Z(p}.”_I + P._,4)p; » where in the summation we take p; =0
1 i=l

if k<0 ork>10.

Using the hint, Z{.\’—ﬂ]Ip{_I_IE Z (x-p) p(x) = Z (ko) p(x)=k’c’ z plx).

all x rir- ke xlx— ke x|r=plzke

The lefi-hand side is, by definition, . On the other hand, the summation on the right-hand side represents

P(X - 44 2 ko).
So = K o P(X - 4] 2 ko), whence P(|X - i 2 ko) < /K.

a. LetA, = {voice}, A; = {data}, and X = duration of a call. Then E(X) = E(X|4,)P(4,) + E(X]42)P(4;) =
3(.75) + 1(.25) = 2.5 minutes.
b. Let.X = the number of chips in a cookie. Then E(X) = E(X|i = 1)P(i=1) + EX|i=2)P(i=2)+

E(X|i=3)P(i = 3). If X is Poisson, then its mean is the specified  — that is, E(X|i) =i+ 1. Therefore,
E(X) =2(.20) + 3(.50) + 4(.30) = 3.1 chips.
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CHAPTER 4

Section 4.1

a. The pdf is the straight-line function graphed below on [3, 5]. The function is clearly non-negative; to
verify its integral equals 1, compute:
LS(.O?S.I’ +.2)dx=.0375x + .ZJI = (.0375(5)” +.2(5)) = (.0375(3)* +.2(3))
=1.9375-.9375=1

b. P(X<4)= ["‘{.0?5”.210*;(: 0375x° +.2,\'I =(.0375(4)" +.2(4)) - (.0375(3)" + .2(3))

= 1.4 —.9375 = .4625. Since X is a continuous rv, P(X < 4) = P(X < 4) = 4625 as well.

4.5
3.

¢ PBS<X<45)=["(075x+2)dx=03755 +.2x]

wn

P@.5<X)=P@A5<X) = [ (075x+2)dc=0375" +2x], =+=278125.

0.1 /f ‘\

0.0+ —
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Chapter 4: Continuous Random Variables and Probability Distributions

2 e T
b. PX>0)= j’r;,{m?sm—x: )d.\-=.09375[4.x--'-2—ﬂ =5.

/)l

This matches the symmetry of the pdf about x = 0.

¢c. Pl

<X<l)= j'|.09375{4—.\-3 Ydx = .6875.

-3 2 ;
d. P(X<-50rX>5)=1-P-55X<5)=1- j 09375(4 — x%)dx =1—.3672 = .6328.
s

£ 1=l _f'(.t]d_r:j: for'd ==~

b. POsX<1)= [ 3xdv=4x'] ={=.125.

c. P(1<X<15)= J’I’

15 I 8k
—

)

&

. LS 3
;1.-.\:'(1.\:2J_,;J&"-| =1(3

d. P(XzL5) |-jl':-‘-_r-'.:zx=i.\“‘If,%(31‘—£(l.51-":,573125.

a. flx)

=)
|

b. PX

i 2016 Cengage 1

1
B-A 425-20 4.05

Diviribution Plot
Upper=i 28

for .20 < x < 4.25 and = 0 otherwise.

>3)= | b = 4 = 309.

4,05
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Chapter 4: Continuous Random Variables and Probability Distributions

. Pu-1<Xsp+1)= ":'T{chr =4 = 494. (We don’t actually need to know u here, but it's clearly
H-=

the midpoint of 2.225 mm by symmetry.)

d. PlasXsa+l)=[""tedx == 241.

a. PX<5)= LjAISE' By =, lSJ:y 1 du (after the substitution u = x — 1)

= g% ]" =1-e*= .451. PX>5)=1-PX<5)=1- 451 = 549,

0

b. PQ<X<5)= [15e % de= ["15¢" " du=—e"*] = 312.

Section 4.2

11.
ll

a. PXS1)=F(l)==25.

b. P(5<X<1)=F)-F(5)= I_%t 1875.

1.5%
e. PX>15=1-PX<1.5=1-F15)= |~T=.4375_

= =2= i=2~1414,

e. AX)=F(x)= % for 0 < x < 2, and = 0 otherwise.

Ly e _21_l23_x42_8ﬁ
L. EX=[ x f(x)dx _J'H _r-de_EL x dx—FL = =1333.

P - 3 4 5 o
g EX)= [ 2 =] 5 v %J-;.rcit =ﬂ =2, so V(X) = E(X) - [EQOT =
0

2{%] =;86=_222,andax= J222= 471,

h. From g, E(X")=2.
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Chapter 4: Continuous Random Variables and Probability Distributions

13.
L 2 = on K St Lok Yous K i
a. lzjI }T‘i"—"‘L x a‘_x—_3x l =0 [_3}{1} —Ezzsk—?).
b. Forx=l, Flx)= r f(y)dy =J'Ix—3;c{v=_p'-‘|': =—x>+1=1 —l‘. For x < 1, F(x) = 0 since the
- ¥ ) =
0 x<l1
distribution begins at 1. Put together, F(x)= 1 !
—? lix
¢. PX>2)=1-F2)=1-3=3 or.125;
PR<X<3)=F3)-F@2)=(] —4)—(1-1)=.963-.875=.088..
d. The meanis E(X) =Lxx[xia}ix=jlt(%}!x=—%x * | =0+%=-i— =1.5. Next,
E{X1}=rf[437)dx =r[w3—1}ﬁ= ~3x--*|" =0+3=3, s0 V(X)=3—(1.5)*=75. Finally, the
I x L x [
standard deviation of Xis o= /75 = .866.
e. P(l1.5-866<X <1.5+.866)=P(634< X <2.366) = F(2,366)-F(.634)= 9245 — 0 = 9245,
15.
a.

Since X is limited to the interval (0, 1), F(x)= 0 for x <0 and F(x) = | forx=1.
ForO<x<l,

F) =[Sy =[90y* (1~ y)dy = (90y" ~90y")dy=10y" -95"* | =10x" -9+ .
The graphs of the pdf and cdf of X appear below.

e e S | J s —————
1
ao 02 04 0.6 08 10 0.0 0z 04 0 08 10
= x

b. F(5)=10(5)" - 9(.5)" = .0107.

e. P(25<X<.5)=F(5)-F(25)=.0107-[10(.25)" - 9(.25)"°] = .0107 — .0000 = .0107.

Since X is continuous, P(.25 <X <.5)=P(25 <X<.5)=.0107.

d. The 75" percentile is the value of x for which F(x) = .75: 10x" - 9x' = 75 = x = 9036 using software.
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il cotinanl sanste dides Hiooe soosMpssyte 0 | g 300
e. EX)= [ x:f(x)dx=[ x-90x"(1-x)dx=[ (90x” —90x"")dx =9x pete l"gﬁﬁ ==8182

Similarly, EX%) = [ x*+ f (x)dx =j'n'x* .90x*(1 - x)dx = ... = .6818, from which F(X) = 6818 -
(.8182)* = 0124 and oy = .11134.

f. wuto=(7068,.9295). Thus, P(u—oc<X<u+ta)=F(9295)— F(.7068) = .8465 — .1602 = .6863, and
the probability X is more than | standard deviation from its mean value equals 1 —.6863 = 3137,

17.
a. To find the (100p)th percentile, set F(x) = p and solve for x:
x—A
=p=x=A+(B-A)p.
FrieopSa ( )
b. E(X)= J'jx— 3 ] Adx: 445 , the midpoint of the interval. Also,
2 2 a3
E(Xﬁ:#.from which ¥(X) = EX®) — [EQOF = ... = =4 Finany,
B-4
ay= JV(X)=——+=.
X ) Jt_z
B l 1 ‘_n-rl B Bn+|:_An+:l
C. E{X"):I X' dx = - = .
4 B-4 B—An+l|, (n+1)(B-4)
19,
a. P(X<1)=F(1)= 251+ In(4)] = .597.
b. P(1 £X<3)=F(3)-F(1)=.966-.597 =.369.
¢. Forx<0orx>4,the pdfis flx) = 0 since X is restricted to (0, 4). For 0 <x < 4, take the first derivative
of the cdf:
F'[.:.‘)=i I+ln(i) =~l-x+l—n(i)-x—lxln{x)=>
4 X 4 4 4
; : 1 In(4) 1 1 1 In4) 1
xX)=F(x)=—+———-=In(x)——x—= ——In(x)=.3466~-.25In(x
f(x) (x) i (x)——x e (x) (x)
21. E{area}=E(nRz')=Ijnrzf{r)dr=J-:Jtr3%(]w(]0—r)2)dr=---=%n=3I4.?9m2.
23, With X = temperature in °C, the temperature in °F equals 1.8X + 32, so the mean and standard deviation in

°F are 1.8uy + 32 = 1.8(120) + 32 = 248°F and |1.8|ox= 1.8(2) = 3.6°F. Notice that the additive constant,
32, affects the mean but does not affect the standard deviation.
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Chapter 4: Continuous Random Variables and Probability Distributions

25,
a. P(Y<18i+32)=P(18X+32<18a +32)=P(X< 1)=.5 since & is the median of X. This
shows that 1.8 f +32 is the median of Y.

b. The 90® percentile for ¥ equals 1.8n(.9) + 32, where n(.9) is the 90™ percentile for X. To see this, P(¥
<1.8n(.9)+32) =P(1.8X +32 < 1.8n(.9) +32) = P(X=n(.9)) = .9, since 1n(.9) is the 90" percentile of
X. This shows that 1.8n(.9) + 32 is the 90" percentile of Y.

¢. When ¥=aX + b (i.e. a linear transformation of X) and the (100p)th percentile of the X distribution is
n(p), then the corresponding (100p)th percentile of the Y distribution is a-n(p) + b. This can be
demonstrated using the same technique as in a and b above.

3 =
04360 _ 1 oon gosd g 3000
1z

linear representation of Y, E(Y) = (2n/360)uy - n = (20/360)(180) - n =0 radians, and oy = (2n/360)0y =
1.814 radians, (In fact, Y is uniform on [-x, n].)

27. Since X is uniform on [0, 360], E(X) = = 103.82°. Using the suggested

Section 4.3

29,
a. 9838 is found in the 2.1 row and the .04 column of the standard normal table so ¢ =2.14.

b. P0<Z<c)=.291 = ®(c)— ®(0) = 2910 = P(c) - .5 =.2910 = D(c) = .7910 = from the standard
normal table, ¢ = .81.

¢ Ple<2)=121= 1-P(Z<c)=.121=1-®(c)=.121 = B(c)= 879 = c= LI7.

d. Pl-c<Z<c)=d(c)- P(—)=d(c)- (1 - D(c)) =2d(c) - 1 = .668 = D(c) = 834 =
c=097.

e Ple<lZ)=1-P(Z|<c)=1-[®(c)-D(—<)]=1-[20(c) - 1]=2-2D(c) = 016 = ®(c)=992 =
c=241.

31. By definition, z, satisfies a = P(Z>z,)=1-P(Z<z,) = 1 - ®(z,), or D(z,) = 1 - a.
a. q)‘.'."_(u)::s} =] < 0055 = ‘9945 = Zo0ss5 = 2.54.

b. D(zw)=91 = zp=134.

C. @{:IM}) =337 = Zgn = —42.

33.

50-46.8
1.75

48—46.8]

a. P(X <50)= P(ZS. ]=P(Z$ 1.83) = (1.83) = .9664.

b. PX=48)= F[Z 2 =P(Z>0.69)= 1 - ®(0.69) = 1-.7549 = .2451.

¢. The mean and standard deviation aren’t important here. The probability a normal random variable is
within 1.5 standard deviations of its mean equals P(-1.5<Z<135)=
®(1.5) - D(-1.5) = .9332 - 0668 = .8664.
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35,
a. PX210)=P(Z2.43)=1—-Dd(.43)=1- 6664 =.3336.
Since X is continuous, P(X > 10) = P(X = 10) = .3336.
b. P(X>20)=P(Z>4)=0.
c. PB=X<10)=P-136<Z<.43)=0(43)-D(-1.36)=.6664—.0869=.5795.
d. PR8—-c<X<88+c)=.98,508.8-cand8.8 + ¢ are at the 1% and the 99" percentile of the given
distribution, respectively. The 99" percentile of the standard normal distribution satisfies ®(z) = .99,
which corresponds to z = 2.33.
So,88+c=u+2330=8.8+233(2.8)=>c=2.33(2.8)=6.524.
e. Froma, P(X>10)=.3336,s0 P(X<10)=1-.3336 = .6664. For four independent selections,
P(at least one diameter exceeds 10) = 1 — P(none of the four exceeds 10) =
1 — P(first doesn’t ... fourth doesn’t) = | - (.6664)(.6664)(.6664)(.6664) by independence =
1 - (.6664)" = .8028.
37

a. P(X=105)=0, since the normal distribution is continuous;
PX<105)=P(Z<0.2)=P(Z<0.2)=D(0.2) = .5793;
P(X < 105) =.5793 as well, since X is continuous.

b. No, the answer does not depend on p or 6. For any normal rv, P(X —p|>0) =P(|Z] > 1) =
P(Z<-1orZ>1)=2P(Z<-1) by symmetry = 2P(—1) = 2(.1587) = 3174,

¢. Fromthe table, ®(z) = .1% = .001 = z=-3.09 = x = 104 — 3.09(5) = 88.55 mmol/L. The smallest
.1% of chloride concentration values are those less than 88.55 mmol/L

39. =30 mm, g= 7.8 mm
a. P(X<20)=P(Z<-1.28)=.1003. Since X is continuous, P(X < 20) =.1003 as well.

b. Set ®(z) =.75 to find z = 0.67. That is, 0.67 is roughly the 75™ percentile of a standard normal
distribution. Thus, the 75" percentile of X°s distribution is # + 0.67¢ = 30 + 0,67(7.8) = 35.226 mm.

¢. Similarly, ®(z) = .15 = z=-1.04 = 1(.15) = 30 — 1.04(7.8) = 21,888 mm.

d. The values in question are the 10" and 90" percentiles of the distribution (in order to have 80% in the
middle). Mimicking b and ¢, ®(z) =.1 > z~-1.28 & O(2) = .9 = z= +1.28, so the 10" and 90"
percentiles are 30 + 1.28(7.8) = 20.016 mm and 39.984 mm.

X 903—0& ] = P(Z < -3.33) = .0004. So, the

41, For a single drop, P(damage) = P(X < 100) = P[Z

probability of no damage on any single drop is 1 —.0004 = 9996, and
P(at least one among five is damaged) = 1 — P(none damaged) =1 — (.9996)° = 1 — 998 = .002.
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a. Letu and o denote the unknown mean and standard deviation. The given information provides

S -
‘05=P(.-¥<39.l2}=¢[39'l“ “}:39"2 H o 1.645= 39.12— y = —1.645c and
a o

'% X # -
10=PX>7324)=1- ‘1)[7“24 ﬂ]:‘n 274 _ o (9)~1.28=57324- p=1280.
a a

Subtract the top equation from the bottom one to get 34.12 = 2.9250, or o= 11.665 mph, Then,
substitute back into either equation to get u = 58.309 mph.

b. P(50<X<65)=®(.57)-D(-.72) = 7157 — 2358 = .4799.
¢. PX>70)=1-®(1.00)=1-.8413 =.1587.

With 4= 500 inches, the acceptable range for the diameter is between .496 and .504 inches, so

unacceptable bearings will have diameters smaller than 496 or larger than .504.

The new distribution has p = 499 and 6 =.002.

PX < 496 or X >504) = P(Z AR gl g, S0
; .002 .002

®(-1.5) + [1 - D(2.5)] = .073. 7.3% of the bearings will be unacceptable.

)=P[Z< ~1.5)+ P(Z>2.5)=

The stated condition implies that 99% of the area under the normal curve with p = 12 and o =3.5isto the

left of ¢ — 1,50 ¢ — 1 is the 99" percentile of the distribution. Since the 99™ percentile of the standard
normal distribution is z = 2.33, ¢ — 1 = p+ 2.330 = 20.155, and ¢ = 21.155.

a. P(X >4000)= P[Z>@%ﬂ]=}’(2> 1.18) = 1 - (1.18) = 1-.8810 = .1190;

(3000-
P(3000< X < 4000) = PL 3000-3432

482 482

2000~ 15
b. P(X <2000 or X >5000)= P[Z < M]+ P[Z > kit e
482 482

= ®(-297)+ 1 - ©(3.25)] = .0015 +.0006 = .0021.

¢.  We will use the conversion 1 Ib =454 g, then 7 Ibs = 3178 grams, and we wish to find

}3!?8—3432']
482

P(X >3178) = P[Z = 1-®(~.53)=.7019.

d. We need the top .0005 and the bottom .0005 of the distribution. Using the z table, both .9995 and

0005 have multiple z values, so we will use a middle value, +3.295. Then 3432 + 3.295(482) = 1844

and 5020, The most extreme .1% of all birth weights are less than 1844 g and more than 5020 g.

e. Converting to pounds yields a mean of 7.5595 Ibs and a standard deviation of 1.0608 Ibs. Then
; 7-7.5595 e ;
P(X >7)= I{Z ¥ %J — 1 -®(-.53) =.7019. This yields the same answer as in part ¢.

PFIX y2e)=1-PX-p<o)=1-Pp-o<X<p+o)=1-P-l<Z<1)= 3174
Similarly, P(X — u| = 26) = 1 — P(-2 < Z < 2) = .0456 and P(}X - p| 2 30) = .0026.
These are considerably less than the bounds 1, .25, and .11 given by Chebyshev.
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53. p=S5=>u=125&0"=625p=.6=>pu=15&0¢"=6;p= 8= ;=20 and ¢° = 4. These mean and
standard deviation values are used for the normal calculations below.

a. For the binomial calculation, P(15 < X < 20) = B(20; 25, p) — B(14; 25, p).
p P5<X<20) P(14.5<Normal <20.5)
5 =212 =pP(80<Z<320) =.2112
6 A77T =P(-20<Z<224) = 5668
8 573 =P(-2.75<Z< 25) =.5957

[}

]

b. For the binomial calculation, P(X < 15) = B(15; 25, p).
p P(X<15) P(Normal <15.5)

5 =885 =P(Z<1.20) =.8849
6 =575  =P(Z<.20) =.5793
8 =017 =P(Z<-225) =.0122

¢. For the binomial calculation, P(X' = 20)= 1 - B(19; 25, p).
p P(X>20) P(Normal>19.5)

S5 =.002 =P(Z=2280) =.0026
.6 =.029 =P(Z=1.84) =.0329
.8 =.617 =P(Z=-0.25) =.5987

55, Use the normal approximation to the binomial, with a continuity correction. With p = .75 and n = 500,
pu=np =375, and o = 9.68. So, Bin(500, .75) = N(375, 9.68).
a.  P(360 <X <400) = P(359.5 < X < 400.5) = P(-1.60 < Z < 2.58) = D(2.58) — d(—1.60) = .9409.

b. P(X<400)=P(X<399.5)=P(Z<253)=7(2.53) = .9943.

57,
a. Foranya>0, F,(y)=P(Y £ y)=PlaX +b<y)= P[X < X—_—b) =F, [J’_"l] This, in turn, implies

a a
; i d = 1 y—b
f}'{.v}‘;{—F}'(,"):_Fx(y b)=_,ﬂ'[) ]
dy dy

a a a
Now let X have a normal distribution. Applying this rule,
: AR ((v—b)la—p) 1 (y=b-au) \ T
( }=——exp[— : = exp| - - , This 1s the pdf of a normal
e a2ro 20° V2rac 3 a'c’ pa
distribution. In particular, from the exponent we can read that the mean of Y'is £(¥) = au + b and the
variance of Yis W(Y) = a’c’. These match the usual rescaling formulas for mean and variance. (The
same result holds when a < 0.)

b. Temperature in °F would also be normal, with a mean of 1.8(115) + 32 = 239°F and a variance of
1.8%2% = 12.96 (i.e., a standard deviation of 3.6°F).
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Section 4.4

59.
1. BX)= —i— =1
b. a=%=L

e PX<4)=1-eM¥ =1 e =0,

P2<X<5)= (1—e"”*"';—(l—.e'““’}=e'E —-e>=.129.

=

1

Note that a mean value of 2.725 for the exponential distribution implies A = ok I

duration of a rainfall event.

et X denote the

a2 PX22)=1-PX<2)=1-PX<2)= 1-F2;0)=1-[1- o (12725K) = 2275 = 4800,

PX<3)=F3;M)=1-¢€ AR _ 6674: P(2 < X <3) =.6674 - 4800 = .1874

b. For this exponential distribution, o = u = 2.725, s0 P(X>u+t20)=
P(X>2.725+ 2(2.725)) =P(X>8.175) = 1 - F(R.175; M) =€

L 2
(VL725)B1T5) = o3 = (498,

On the other hand, P(X <y —0) = P(X<2.725-2.725) = P(X <0) = 0, since an exponential random

variable is non-negative.

a. Ifacustomer’s calls are typically short, the first calling plan makes more sense. If a customer’s calls

are somewhat longer, then the second plan makes more sense, viz. 99¢ is less tha
$2 for the first 20 minutes under the first (flat-rate) plan.

n 20min(10¢/min) =

b. hy(X)= 10X, while hy(X) =99 for X < 20 and 99 + 10(X - 20) for X > 20. With u = 1/4 for the
exponential distribution, it’s obvious that E[A;(X)] = 10E[X] = 10gz. On the other hand,

—20/p

E[ha(X)] =99 + IUJ-;(.\'— 20)le M dx =99 + l—f—e'”’- =99 + 10pe

When u = 10, E[h;(X)] = 100¢ = $1.00 while E[hy(X)] =99 + 100¢” = $1.13.
When x = 15, E[l(X)] = 150¢ = $1.50 while Elha(X)] = 99 + 150¢ ™" = §1.39.

As predicted, the first plan is better when expected call length is lower, and the second plan is better

when expected call length is somewhat higher.

a. From the mean and sd equations for the gamma distribution, af = 37.5 and aff’ =

(21.6)2 =466.56.

Take the quotient to get § = 466.56/37.5 = 12.4416. Then, a = 37.5/8=37.5/12.4416 = 3.01408.. ..

b. P(X>50)=1-PX<50)=1- F(50/12.4416;3.014) =1 _ F(4.0187; 3.014). If

we approximate this

by | - F(4; 3), Table A.4 gives 1 —.762 = 238. Software gives the more precise answer of .237.

¢. P(50<X<75)=F(75/12.4416; 3.014) — F(50/12.4416; 3.014) = F(6.026,3.014) - F(40187;3.014y =

F(6.3) - F(4;3)= 938 -.762= 176.
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67.  Notice that =24 and ¢ = 144 =>(1ﬁy=24anda[32=144=>ﬂ=¥=6andu=2?:=4.
a. P(12<X<24)=F(4;4)— F(2; 4) = 424.

b. P(X<24)=F(4;4)=.567, so while the mean is 24, the median is less than 24, since P(X< i)=.5.
This is a result of the positive skew of the gamma distribution.

¢. We want a value x for which F[%,u} = F[%A] = 99 InTable A4, wesee F(10;4)=.990. Sox/6=

10, and the 99" percentile is 6(10) = 60.

d. We want a value ¢ for which P(X > #) = .005, i.e. P(X < ) = .005. The lefi-hand side is the cdf of X, so
we really want F(éﬂ] =995, In Table A4, F(11;4)=.995,s0#/6=11and r=6(11)= 66. At 66

weeks, only .5% of all transistors would still be operating.

69.
a. {X =1} = {the lifetime of the system is at least /}. Since the components are connected in series, this
equals {all 5 lifetimes are at least#} =4, N A, N As M Ay As.

b. Since the events 4, are assumed to be independent, P(X =)= P(4; M A; N Ay M Ay n As) = P(4,)
P(A;) - P(A5) - P(4;) - P(As). Using the exponential cdf, for any i we have
P(A4;) = P(component lifetime is=>)=1-F(f)=1—[1 - e"m'] =g 0
Therefore, PX 2 1) = (e """ = (e =&, and F=PX<N=1-¢"
Taking the derivative, the pdf of X is fy(f) = .05¢ ** for £>0. Thus X also has an exponential
distribution, but with parameter A = .05.

c. By the same reasoning, P(X < )= | —e ™ 50 X has an exponential distribution with parameter ni.

71.
a. (Xsy}={-Jysxsy}.

b. Fyy)=PY<y)=PX<y)= P(=Jy<X<fy) = I_{:_%e"mdz. To find the pdf of ¥, use the
g T

identity (Leibniz’s rule):

e o 1 ...J_Ifaz_dd}’ X 1 ~:—J})’r2_d("\l'}')
fi(»)= e e il T ol
2 dy 2= dy

1 - -ypi2,

RS
= - e
2z 2]y v2m

12502

T
2y x’

This is valid for y > 0. We recognize this as the chi-squared pdf with v= 1.
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Section 4.5

73,
a. P(X<250)=F(250;2.5,200)= |- @0 — )P = 8257,
P(X < 250) = P(X < 250) = .8257.
PX > 300) = 1 — F(300; 2.5, 200) = 9 = 0636.

b. P(100 <X <250) = F(250; 2.5, 200) — F(100; 2.5, 200) = 8257 -.162 = .6637.

c. The question is asking for the median, /i Solve F(j1)=.5:5=1- SR =

0 = 5 5 (/2000 =—In(.5)=> H = 200(-In(.5))"** = 172.727 hours.

=]

75. Using the substitution y = [%) :.":J; Then dy = o

dx , and u =rx -—a—x""e_m'r dx =
B a 0 ﬁ“

L (By) e dy= ﬁf:y}g‘e"-"dy =p-: l"(l - -l—} by definition of the gamma function.
@

7

a. E(X)=¢7"=£%=12391.

v =(49F)-(*-1)=1377653= & =117373.

b. P(X<100) =m[w€1—'ﬂ}= ®(0.13) =.5517.

¢ P(X2200)=1-P(X <200)=1 _m[ﬂzﬁ'{%ﬂ] ~1-®(1.00)=1-.8413 — 1587, Since X'is continuous,
P(X >200) = .1587 as well.

79. Notice that uy and oy are the mean and standard deviation of the lognormal variable X in this example; they
are not the parameters u and o which usually refer to the mean and standard deviation of In(X). We're given

= 10,281 and ox/ptxy = 40, from which ay = 40ux= 4112.4.

a. To find the mean and standard deviation of In(X), set the lognormal mean and variance equal to the
appropriate quantities: 10,281 = E(X) = S0 2 and (411247 = V(X) = &7 (¢” 1) Square the first
equation: HO,ZBI]2 = (’2”‘": . Now divide the variance by this amount:

41124) _ &7 (&7 - :
(41124 _ "7 (&7 D), 7y = (40) =.16= 0= fin(1.16) =.38525
(10,281)° gt
That's the standard deviation of In(X). Use this in the formula for E(X) to solve for u:
10,281 = gH+ (W2 _ gur 043 = 41 = 0.164. That's E(In(X)).
In(15,000)-9.164
b. P(X<15,000)= P(Z S—L———)———) =P(Z<1.17)=(1.17) = .8790.
38525
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Chapter 4: Continuous Random Variables and Probability Distributions

In(10,281)-9.164

PXzuy)=PX=10,281)= P(Z? ]=P(Z:_* 19)=1-®(0.19) = .4247. Even

C.
38525
though the normal distribution is symmetric, the lognormal distribution is not a symmetric distribution.
(See the lognormal graphs in the textbook.) So, the mean and the median of X aren’t the same and, in
particular, the probability X exceeds its own mean doesn’t equal .5.

d. One way to check is to determine whether P(X < 17,000) = .95; this would mean 17,000 is indeed the
95" percentile. However, we find that P(X<17,000) = tb[ln(l 7’03{;{;)2_59'] 64) =®d(1.50) =.9332, so
17,000 is not the 95™ percentile of this distribution (it’s the 93.32%ile).

81.
a. V(X)) = %™ ~1)=3.96 = SD(X) = 1.99 months.
In(12)—2.05
b. P(X>12)=1-PX<12)= l—P(Zs————-—-——)zl—(D 1.78)=.0375.
) ) 706 (1.78)
¢. The mean of X is B(X) = €*""%? = 8,00 months, 50 P(uuy— gy <X <y + ay) = P(6.01 <X<9.99)=
In(9.99) - 2.05) (ln(ﬁ.{]l)—lOS)
Q| ———— |- D —————— |=0(1.03) — O(-1.05) = .8485 — . 1469 = .7016.
[ V.06 J.06
ln(x)—Z.OSJ In(x)-2.05 Sl
d. .5=F:c}=d)( = =0 (.5)=0= In(x) - 2.05 = 0 = the median is given
( V.06 V.06 ; .
by x = ¢" =7.77 months.
s In(#4,)—2.05 4 > L2k
e. Similarly, —=2——— = 07(.99) =233 = g = €~ = 13.75 months.
V.06
5% g : Y In(8)—-2.05 -1

f.  The probability of exceeding 8 months is P(X > 8) =1 - @ T =1 —d(.12) = 4522, so the
expected number that will exceed 8 months out of » = 10 is just 10(.4522) = 4.522.

83. Since the standard beta distribution lies on (0, 1), the point of symmetry must be ¥4, so we require that

S (4= u)= f(4+ u). Cancelling out the constants, this implies

(- Ju)“_l (J1-+,.u)‘g'I =(4+pu)" ({-—,u)’g", which (by matching exponents on both sides) in turn implies

that a= £.

: i a
Alternatively, symmetry about % requires u = %, so =
a

= .5. Solving for & gives a = §.
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Chapter 4: Continuous Random Variables and Probability Distributions

85.
a. Notice from the definition of the standard beta pdf that, since a pdf must integrate to 1,
= Il-———-—r(a 5 '5] _t“"(l = .r)ﬁ“’ dx = r.\"ﬂ (l - _\’}ﬂ'] dx = —--———-—I (a]r[ﬁ)
oT(a)r(B) . C(astf)
: . 1 M(a+f) e p-1 r(a+pB) p-1
Using this, EQX) = | x-——=——=x" (1-x)"" dx=—F-—7=] X - x) dx=
b Fayr (e AR
M(a+p) T(_a+l)r(ﬁ} Lo al(a) Ma+p) @
M(a)r(8) T(a+1+p) r(a)r(B) (a + BT (a+p) a+f
S m - r(\a + ﬁ) : -
b. Similarly, E[(1 — X) 1= ] 1-x) i x 1-x) dx=
LT a7
4 I(a+pB) J-lx,,,, (1- “J..,.ﬁ_i e I(a+p) [(a)l(m+p) _ M(a+p) I'(m +5)
I(a)T(B)” : T(a)r(B) T(a+m+p) I(a+m+ B)r(B)
If X represents the proportion of a substance consisting of an ingredient, then 1 - X represents the
proportion not consisting of this ingredient, For m = 1 above,
E(l-X)= [(a+B)T(1+8) _ F(a+B)-ALB) ___ B
M(a+1+B)(B) (a+p(a+B)T(B) a+p
Section 4.6
87. The given probability plot is quite linear, and thus it is quite plausible that the tension distribution is
normal.
89. The plot below shows the (observation, z percentile) pairs provided. Yes, we would feel comfortable using
a normal probability model for this variable. because the normal probability plot exhibits a strong, linear
pattern. : PVt e T S
!
‘ Il-I o
30+
L]
% M
=t Lo
| :i 2 e a®
% L
| é -
.
' 2

T T
[ z percentile
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Chapter 4: Continuous Random Variables and Probability Distributions

91. The (z percentile, observation) pairs are (—1.66, .736), (—-1.32, .863), (-1.01, .865),
(—.78, .913), (-.58, .915), (.40, .937), (-.24, .983), (-.08, 1.007), (.08, 1.011), (.24, 1.064), (.40, 1.109),
(.58, 1.132), (.78, 1.140), (1.01, 1.153), (1.32, 1.253), (1.86, 1.394).

The accompanying probability plot is straight, suggesting that an assumption of population normality is
plausible.

obsvn

93. To check for plausibility of a lognormal population distribution for the rainfall data of Exercise 81 in
Chapter 1, take the natural logs and construct a normal probability plot. This plot and a normal probability
plot for the original data appear below. Clearly the log transformation gives quite a straight plot, so
lognormality is plausible. The curvature in the plot for the original data implies a positively skewed
population distribution — like the lognormal distribution.

3000 —f e s — 8
T

S !

. . T
.
| 3 2 |
¥ .
2000 g . et |
- . " e Ll
£ g 4 |
] E .t |
1000 ~ 3 .
- 2 — |
.‘......ll. 1 e -t - J
00— » 'R L) " 5 4 o 1 2
T T T
2 1 0 1 2 z Yolle
z %ila
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Chapter 4: Continuous Random Variables and Probability Distributions

95. The pattern in the plot (below, generaled by Minitab) is reasonably linear. By visual inspection alone, itis
plausible that strength is normally distributed.

Normal Probability Plot

Probability
Sopnasss i

125 135 145
strength
Awerage: 134,902 Andaersan-Darling Normality Test

SiDev: 454188 A-Squared: 1.055
N: 153 P-value: 0.008

97. The (100p)™ percentile 7(p) for the exponential distribution with A = 1 is given by the formula
m(p) =-In(1 -p). With n = 16, we need 7n(p) for p = 548 Le, These are .032, .398, .170, .247, 330,

421, .521, .633,.758, .901, 1.068, 1.269, 1.520, 1.856, 2.367, 3.466.

The accompanying plot of (percentile, failure time value) pairs exhibits substantial curvature, casting doubt
on the assumption of an exponential population distribution.

failtime

= | T T T T T T T
0.0 05 1.0 1.8 20 25 a0 35

percentile
Because A is a scale parameter (as is o for the normal family), . = 1 can be used to assess the plausibility of

the entire exponential family. If we used a different value of A to find the percentiles, the slope of the graph
would change, but not its linearity (or lack thereof).

§ 174
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Chapter 4: Continuous Random Variables and Probability Distributions

Supplementary Exercises

99.

101.

: ! 2 iV ;2 2
FansvSZS,FU-'JTJ-J"‘ u-f_ldu:-l— LI || W NS T -
' 24%\7 12)7 24( 2 36)| 48 864
0 y<0
2 3
Fy)={2 Y g<ys12
48 864 O
1 y>12

P(Y<4)=F(4)= .259. P(Y>6)=1-F(6) =.5.
P(4<X<6)=F(6)—F(4)=.5-.259= 241.

En=[* 0 (PR e O PR Y I 1 B o s bt
Y = el s = pr == Fomio ity s | = S.
0 Y247 " 12 ) "2 | T12)? T 24 3 48J0

EP) =LY -2 |ay=432,50 K1) =432-36=72.
uah Y T2 )"

P(Y<4or¥>8)=1-P@4<Y<8)=1-[F(@8)—F(4)]=.5I8.

The shorter segment has length equal to min(Y, 12 - ¥), and

E[min(Y, 12-1)] = J.]r;in(_p,]Z ) f(y)dy = r;nin{y,lE —y)- f(y)dy
0 0

12 6 12 2
+ _Lmin(_}-'.lz -y f(y)ydy = I_v - f(y)dy + -[{12 —y)-f(y)dy = % =3,75inches.

0 6

x? 0<x<l

7

By differentiation, f{x) = { - - ix 1<x< s
4 4 3

0 otherwise

(x)
7

0.04 _—

/ \LI__ l

T T T T
0.0 05 1.0 1.5
x

¥ 4

W7 a3 (-5
. P(5SX22)=F2)-F(5)=1-~| —=2|| ——=-2 |-l =—=917.
b. P(5sX<2)=F2)-F(5)=1 2[3 2][ 2] e Ll
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Chapter 4: Continuous Random Variables and Probability Distributions

73 \geo 1L

¢. Using the pdf from a, E(X) = Erxldw]!?‘ x-[z—a-.t)dx ez S 1.213.

pX> 135)= 1 -(DLEEI—?—]E]= | _ B(-1.38) =1 —.0838 = 9162.

b. With ¥=the number among ten that contain more than 135 oz, ¥~ Bin(10, .9162).
So, P(Y 2 8) = b(8; 10, 9162) + b(9; 10, .9162) + b(10; 10, .9162) =.9549,

115;'31%} = 950r m[M) — 05. From the standard
a

o

. Wewant PX> 135)= 95, ie. | -—q:[

normal table, 25_—27_2_ =-1.65=>0c=133.
a

105. Let A = the cork is acceptable and B = the first machine was used. The goal is to find P(B [ 4), which can
be obtained from Bayes’ rule:
& P(B)P(A| B) L 6P(A4|B)
" P(B)P(A|B)+P(B")P(A|B") "~ 6P(A|B)+4P(A|B") i
From Exercise 38, P(A / B) = P(machine 1 produces an acceptable cork) = .6826 and P(4 | B) = P(machine
2 produces an acceptable cork) = .9987. Therefore,
.6(.6826)

P(B| 4)

P(B| A)= =,
6(.6826) +.4(.9987)
107.
a. i ar =
—— K. 25 —
[ L3 =l L
041 //. - ‘
2,.] N
; a4 oo o5 ¥ s _;\'_—,._ _;J
b. F(x)=0forx<-1,and F(x)=1forx>2. For-1 <x<2, F(x)= J:%{f%—_}'z }a[','zl]—"-%i . This is
graphed below. s RIS,
i - —
: St
1/-J
{/'/
L} I/, 4
oo /' I

74
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Chapter 4: Continuous Random Variables and Probability Distributions

¢. The median is 0 iff F(0) = .5. Since F(0) = 1L, this is not the case. Because 1< .5, the median must

be greater than (. (Looking at the pdfin a it’s clear that the line x = 0 does not evenly divide the
distribution, and that such a line must lie to the right of x = 0.)

d. Yisabinomialrv, withn=10andp=PX>1)=1-F(1)=£.
109, Below, exp(u) is alternative notation for e",

a. PX<150) =exp{-exp(;@—§wn=exp[~exp((})]=exp(—l)=.368.

P(X < 300) = exp[-exp(~1.6667)] =.828, and P(150 < X< 300) = 828 —.368 = .460.

b. The desired value c is the 90" percentile, so ¢ satisfies

9= exp[—exp[*{c;inlsmﬂ . Taking the natural log of each side twice in succession yields Sge=lx)

= In[-In(.9)] =-2.250367, so ¢ = 90(2.250367) + 150 = 352.53.
kot e B el RS —(x—a)H [—{x-a}} 1
c. Use the chain rule: f{x) = F'(x) = o s | By g R e
chai x) x exp[ e\cp[ 2 exp 7 F;
%exp[—exp[_('r;;a}J—-(I;?a)}.

d. We wish the value of x for which f{x) is a maximum; from calculus, this is the same as the value of x

for which In[f{x)] is a maximum, and In[f{x)] = —In g—e*=" —% . The derivative of In[f{x)] is

i{_]nﬁ_g-”"”"” LM]z 0+ie"""'”ﬁ _% ; set this equal to 0 and we get e """ =1, s0

dx B B

~(F=R) 5. whith imulies eat = 2 Thosthe mode is. .

e. EX)= 57728+ a=201.95, whereas the mode is a = 150 and the median is the solution to F(x) = .5.
From b, this equals ~90In[~In(.5)] + 150 = 182.99.
Since mode < median < mean, the distribution is positively skewed. A plot of the pdf appears below.

A // -

0.002 - |

I

/

0.001 /
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111.
a.

b.

C.

113.

a.

Chapter 4: Continuous Random Variables and Probability Distributions

From a graph of the normal pdf or by differentiation of the pdf, x*=u
No: the density function has constant height for 4 < x < B.

flx; &) is largest for x = 0 (the derivative at 0 does not exist since fis not continuous there), so x* = 0.

In[f (x:2, )] = —in(ﬁ“)—1n(l"(a)_)+(a—l)ln(.r}—% , and %]n[f{x;a,ﬁ}}: E-;—l—,—;- Setting this

equal to 0 gives the mode: x* = (a— 1)f.

The chi-squared distribution is the gamma distribution with & =v/2 and f = 2. Fromd,

x*=(%—-l](2) =v-2.

o 3 £ ] : I.'_
EX)= L .r-[pﬂ.ie'*‘” +(1- p)&ze""l]a'x = pJ-" xAe "dx+(1 —p)L xAe ™ dx = :E—+ Ll-zi) . (Each of

the two integrals represents the expected value of an exponential random variable, 1which is the '
reciprocal of 4.) Similarly, since the mean-square value of an exponential rv is E(¥*) = W(Y) + [E()]" =

VA + (VA = 2/2%, EQ) = [ f(9)dx = ... = £ i‘;‘,ﬂ. From this,
2 :

2

v =22, Ar) _[L_“jﬂ}:.
A A A ¢

Forx>0, F(x; A1, Az, p)= I”' fnA A, p)dy = Ilr[pﬂ,e"‘-" +(I - p)&.ze'*"' 1::{-,* =

pLj Ae dy+(1- p)J‘;ile' “dy=p(l-e ) +(1- p1—-e**). Forx<0, F(x)=0.

P(X>.01)=1—-F(01)=1-[51-e*"")+(1-.5)1- g 2000y = 5004 4 507 = 403,

Using the expressions in a, # = .015 and o” = .000425 = ¢ = .0206. Hence,

P -6 <X < u + )= P(-0056 <X <.0356) = P(X <.0356) because X can’t be negative
= F(.0356) = ... = .879.

g _lA_ | . For X hyperexponential,
u /2

o JEQO) -4 _ [ExXD_ _ [2pIA+20-p)/ %
u W X [p/4+0-p)/ 4]

2 pAl +(1= pIA 2 (1= D)2

JM—I =+2r—1, where r= _pl_"L“__P_)’l'_g But straightforward algebra shows that
(pA+(1-p)A) (P2, +(1-p)A)

r>1 when 1, # A3, so that CV > 1,

For an exponential rv, CV =

CV=

For the Erlang distribution, =2 and o= -J—’_’- so CV= L <] forn>1.
A A JE
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115,

117,

119.

121,

b.

Chapter 4: Continuous Random Variables and Probability Distributions

L | ]

P(I,> 2.-',): P(%>2J= P[In[‘;—”]:- In2]= 1 —P[In{%)ﬂ]n2]=]—P(Xéln2)=

I—(D[ '“2"1]=1—¢(—6,14)=1.
05

Since 1,{5;} has a normal distribution, by definition i;- has a lognormal distribution.

E[_{&];_e:.thizﬁ..‘ =272 and V{_If_]:e.‘nﬂ!i .(eml‘_])=‘0185 i

¥

F)=P(Y<Sy)=P(oZ+ usy)= P{Z < "',_}‘J = I_ g et dz = by the fundamental theorem of

caleculus, fly)=F'y)= L e T W

b.

= 2r

a
_yf2=u Y

1

|
cr_ 2ro

fyu)
e L[ @/, anormal pdf with parameters & and o

2z

Y=-In(X)=x=¢"=k(y),s0 k'(y)=—€¢”. Thussince fix)=1,g(y)=1:|-€e?|=e’ for0<y<wm.
Y has an exponential distribution with parameter A = 1.

yv=E=oZ+tu=z=ky)= Y& and K(y)= e , from which the result follows easily.
o o

y=hx)=ex=>x=k(y)= 2 and k() =l, from which the result follows easily.
C c

Assuming the three birthdays are independent and that all 365 days of the calendar year are equally

3
likely, P(all 3 births occur on March 11) =[LJ 5
365

3 3
P(all 3 births on the same day) = P(all 3 on Jan. 1) + P(all 3 on Jan. 2) + ... = ( L J+( : J+.,.=

365) (365
I 3 | 2
ol
365 365
Let X = deviation from due date, so X ~ N(0, 19.88). The baby due on March 15 was 4 days early, and

=3.5 —4.5
PX=-4)=P(45<X<-35)= 00| — |-®| — |=
: iR ) q{l‘).SS] m(l‘).SS)

O(—.18) — B(-237) = .4286 — .4090 = .0196.
Similarly, the baby due on April 1 was 21 days early, and P(X=-21)=

m['zo's]—m[ﬁ]:m(’~1.03)—¢{—t.08):.|515—.1401 =.0114.
19.88 19.88

¥
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Chapter 4: Continuous Random Variables and Probability Distributions

Finally, the baby due on April 4 was 24 days early, and P(X =-24) = .0097.

Again assuming independence, P(all 3 births occurred on March 11) = (.0196)(.0114)(.0097) =
0002145.

d. To calculate the probability of the three births happening on any day, we could make similar

calculations as in part ¢ for each possible day, and then add the probabilities.

123.
a. Fx)=PX<x)= P(—%!ﬂ{l ~U)< x] - P(In(1-U)2-4x)=P(1-U ze™)
= P(U < l—e""): 1 — &~ since the cdf of a uniform rv on [0, 1] is simply F(u) = u. Thus X has an

exponential distribution with parameter A,

;i . . 1
b. By taking successive random numbers ;. 2, U3, ... and computing x; = —ﬁ)-ln (1 —u,) for each one, we

obtain a sequence of values generated from an exponential distribution with parameter A=10.

125. If g(x) is convex in a neighborhood of 1, then g(4) + g'(1)(x — p) < g(x). Replace x by X:
Elg(4) + 21X — 1] < Elg(X)] = ElgX)] > (1) + g (WEIX - p] =gl + g'(1) - 0 =g
That is, if g(x) is convex, g(E(X)) s Elg(X)].

127.

= 2
a. E(X)=150+ (850 - 1501-8— =710 and V(X) = (850-150)"(8X2) _ 917 27 = SD(X) ~ 84.423.
8+2 (8+2)*(8+2+1)

Using software, P(|X - 710| = 84.423) = P(625.577 <X £794.423) =

7 I
Iw.__l_ [(10) (x—IS(}J [850—,r)dr=_684_
@ss1 700 T(8)(2)\ 700 700

b POC>750) = [ 1 T(0) [.Plsoj’[sso-r
: 750 700 T(8)[(2)\ 700 700

requested integral requires a calculator or computer.

1
] dx= 376. Again, the computation of the
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CHAPTER 5

Section 5.1

1.
a. P(X=1,Y=1)=p(1,1)=.20.
b. P(X<1and ¥<1)=p(0,0)+p(0,1) +p(1,0) + p(1,1) = 42.
¢. Atleast one hose is in use at both islands. P(X'# 0 and ¥ # 0)=p(L,1) + p(1,2) + p(2,1) + p(2,2) = .70,
d. By summing row probabilities, px(x) = .16, .34, .50 for x = 0, 1, 2, By summing column probabilities,
pry) =24, 38, 38 fory=0,1,2. P(X<1)=px(0) +py(1)=.50.
e. p(0,0)=.10, but p{0) - p{0) = (.16)(.24) = .0384 == .10, so X and Y are not independent.
3.
a. p(1,1)=.15, the entry in the 1* row and 1* column of the joint probability table.
b. P(X,=2X)=p(0,0)+p(1.1) +p(2,2) + p(3,3) = .08 + .15+ .10 + .07 = 40.
e. A={X122+XUX;22+X},s0P(4)=p2,0)+p3,0)+ p(4,0)+p@3.1) + p4,1)+p42)+p(0.2)
+p(0,3) + p(1,3) =.22.
d. PX,+X,=4)=p(1,3)+p(2,2) + p(3,1) + p(4,0) = .17.
PX,+X;>24)=P(X,+ X; =4) + p(4,1) + p(4,2) + p(4,3) + p(3,2) +p(3,3) + p(2,3)=.46.
S.
a. p(3,3)=PX =3, Y=3)=P(3 customers, each with 1 package)
= P( each has 1 package | 3 customers) - P(3 customers) = (.6)° - (.25)= .054.
b. p(4,11)=PX=4,Y=11)=P(total of 11 packages | 4 customers) - P(4 customers).
Given that there are 4 customers, there are four different ways to have a total of 11 packages: 3, 3, 3, 2
or3,3,2,30r3,2 3,3 0r2,3,3, 3. Each way has probability (.1)’(.3), so p4,11)= A1) (3).15) =
00018,
T

a. p(1,1)=.030.
b. P(XX<1and ¥<1)=p(0,0)+p(0,1) +p(1,0) + p(1,1)=.120.
e. PX=1)=p(1,0)+p(1,1)+p(1,2) = .100; P(Y = 1) = p(0,1) + ... + p(5,1) = .300.

d. Ploverflow)=P(X+3Y >5)=1-PX+3Y <5)=1-P((X.})=0,0) or ...or (5,0) or (0,1) or (1,1) or
(2,1))=1-.620=.380.
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Chapter 5: Joint Probability Distributions and Random Samples

e. The marginal probabilities for X (row sums from the joint probability table) are px(0) = .05, pxl)=
10, p2) = 25, p3)= 30, p(4) = 20, p(5) = .10; those for ¥ (column sums) are pf0) = .5, pf(1) =
3,p2)=.2. Itis now easily verified that for every (x.y), pxy) =pxx) - py(y¥), so X and Y are

independent.
o 30 ¢3 - - 30 p30 3 2
=[Sy = [ [ K+ sy = K[ [ e K[ [y ddy
W 0 , 9,
—10K [ Pdx+10K [ ¥y =20K-[‘ -“00}: Ll AN
2 0 3 380,000
Spe R B e 2ﬁd.x _ k[ (6 +3192) e =
b. P(X<26and Y <26)= Ln [2K(* + y"ydxdy = {E: Ty = K[, (6x* +3192)dx =
20
K(38,304) = 3024.
¢. The region of integration is labeled /I/ below.
30
—
sl o0 Wy de
1} 1
20 30
P(X-Y|<2)= [[/(x,y)dxdy=] - [[ f(x, y)dxdy — {[ £ (x ey =
it ) i
1- J.: Jﬂn f(x, y)dydx — rn j”” f(x,y)dydx = .3593(after much algebra).
L 30
- 30 " 5 2 ] 2
d f.(x) =I f(x,y)dy= J'10 K(x" +y")dy=10Kx" + k2 =10k + .05, for 20 < x < 30.
b 20
e. /i) can be obtained by substituting y for x in (d); clearly flx,y) # f(x) - f(y), so X and ¥ are not
independent.
11.

o ~ iy ¥ — =y X Y
a. Since Xand Y are independent, p(x,y) = p_\‘(.r)-p,.(_v]——-e b e 2 NG
X

| ! xiyl
forx=0,1,2,...;»=0,1,2,....

b. P(X+Y<1)=p(0,0) +p0,1)+p(10)=...=e" “ 14 g+ ;]
" m k m—k -y=py m ]
= pily = by p cu'? € ms: k. m=k
e. PX+Y=m)=Y P(X=kY=m-k)=e™" Lt - i
; s % { T Z;‘ki(m—k}! 1 ékl(m_k)!’"‘“

oM THy m =i~ iy
: : ZET);:: 7 S : (44 +,)" by the binomial theorem. We recognize this as the pmf of a
m! o\ K m!
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Chapter 5: Joint Probability Distributions and Random Samples

Poisson random variable with parameter 4, + 4, . Therefore, the total number of errors, X + ¥, also has
a Poisson distribution, with parameter z, + u, .

13.
\ e xz20,y20
a. flxy)=[fdx)-My)= i
0 otherwise
b. By independence, P(X<1and Y<1)=PX<1)-P(¥<1)=(1-¢€")(1 —€')=.400.
r - 2pa=x —x=y = 2 =(2—x) = £ P e F e B -2 _
e. PX+Y<2)= J'“L e -@dx_J‘"e [1-?]ax _L(e e)de=1-e2 -2 =594,
d PX+Y<I)= j;e”[:l—e"""']dr=]—23" =264,
SOP(1SX+Y<2)=PX+Y<2)-PX+Y<1)=.594— 264=330.
15.
a. Each X, has cdf F(x) = P(X; <x) = 1—e™™ . Using this, the cdf of Y is
F)=PY<y»)=PX,<yuUXa<ynXi<y))
=P(X, <)+ PXa <y N X: $») -~ PG Sy [Xa Sy n X <y))
= (l1-e*)+(1-e¥)y —(1-e*) fory>0.
The pdf of Yis fiy) = F' () = Ae ™ +2(1-¢ ) (1e™)-3(1-e ) (2e ™ )= 44e™ -32e™"
fory > 0.
b, B = [ y-(42¢ =3¢ Yy = 2( ! ]__l_zi
: 921847 34
17.

a. Let A denote the disk of radius R/2. Then P((X,Y) lies in 4) = H £ (x, y)dxdy
A

_U—rirdy = —Hat dy = = OM i 4 2 i .25 . Notice that, since the joint pdf of X
R 4
and Y is a constant (i.e., (X, Y) is uniform over the disk), it will be the case for any subset 4 that P((X.Y)
e area of A
liessin4)= ————.
7R*

b. By the same ratio-of-areas idea, P[— <Y< g] = % = -l— This region is the square
T T

depicted in the graph below.

Y
Nis
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R R R 2N 2RV
c. Similarly, P(ﬂ——i)f S——.——-—ng—-]= _ == This region is the slightly larger square
i o V2' 2 J2) R gl

n
depicted in the graph below, whose corners actually touch the circle.

AN .
S

d. S ()= feeydy= [ == _;rEEL for-R<x <R.

2

fSaT T an
Similarly, f{(y) = ;_RR—» for-R <y <R. Xand Y are not independent, since the joint pdfis not
b3

R | 2 Rl 2
the product of the marginal pdfs: 1 — # 2J_R z T J - A
TR* 7R R

19. Throughout these solutions, K = . as calculated in Exercise 9.

380,000
[y _K(EE+y%)
fe(x) 10Kx* +.05

_S&y) K& +Y) 60090 <x <30,
7.(y) 10Ky +.05

a.  fr(r|%) for 20 <y < 30.

30 r 1 2
b, P(Y225|X=22)= Iﬁf,-l_r{y|22)c{_tr = j’“_"“-_zz);};ldy= 5559,

s 10K (22)’ +.05
P(r225)= [ f,(ndy = [*(10Ky? +05)dy = 75. So, given that the right ire pressure is 22 psi, it’s

much less likely that the left tire pressure is at least 25 psi.

3 2 2
e. E(Y|X=22)= L ¥ S (¥]22)dy = L';y-]—g%%lsdw 25.373 psi.

2 2

EF|x=22)= [ JMQ2 1Y) 465203 =
07 10k(22)* +.05

WY|X=22)=E(¥ | X=22)-[E(Y|X=22)) = 652.03 - (25.373)° =8.24 =

SD(Y| X = 22) =2.87 psi.
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Chapter 5: Joint Probability Distributions and Random Samples

21,
FlR 5%

, where f, . (x,,x,)= the marginal joint pdf of X, and X3, i.e.
Syw, (K10%) T

a. .f_t'.-.l.,,.\'_. ("‘_1 |x,,x1) =

By | F0mm)dk

B Lo (Xolog) = L, %.%,) , where f, (x,) = .EJL’ [(x,x,,x, )dx,dx, , the marginal pdf of X.

Afxl (x)

Section 5.2

TR
2. EX-X)=D ) (x-x) p(x,%,)=(0-0)(.08) + (0 - 1)(.07) +... + (4 - 3)(.06) = .15.
7= 5320
Note: It can be shown that E(X, — X3) always equals E(X;) — E(X3), so in this case we could also work out
the means of X, and X5 from their marginal distributions: E£(X;) = 1.70 and E(X3) = 1.55, so E(X, - X)) =
E(X) - EX;)=1.70-1.55=.15.

25. The expected value of X, being uniform on [L - A4, L + A], is simply the midpoint of the interval, L. Since Y
has the same distribution, E(Y) = L as well. Finally, since X and Y are independent,
E(area) = E(XY)=E(X) - E(Y)=L -L = L*.

27. The amount of time Annie waits for Alvie, if Annie arrives first, is ¥ — X: similarly, the time Alvie waits for
Annie is X - Y. Either way, the amount of time the first person waits for the second person is
h(X, Y)= |X - V. Since X and Y are independent, their joint pdf is given by f(x) * f(y) = (3x:}(2y} = ﬁxzy.
From these, the expected waiting time is

ETRCN] = [\ [[x=y]- £x, y)ddy = [ [ |~ 3] 62 ydxdy

= J‘I]ljt:(x _y)'ﬁxzy@dx+ﬂ.[¢l(1 ~ v)-6x” ydydx =%+é = % hour, or 15 minutes.

29, Cov(X,Y) = —72—5 and u, = 4, =§.

e b e 1] B, e ) i
E{‘k&)— Lx jA(x]dx —I2Lx (]"'I dX)—E—g,SO V{X}— EF[-—J —-*'2—5.
ek e B

. - I
Similarly, 1Y) ==, Sy {
imilarly, /(Y) 73 a2 LJLt 75 3

3l
it }tr. & 30 2 _1925_ 15
a. EQ)= [ o (mdx=[ x[10Kx+.05]dx = — o =25329=E(Y),
EGN = [ [y K + y7)dxdy SR oty ar—

Cov(X, Y) = 641.447 — (25.329)* =—1082,

b. E(X)= I::x:[lDKr: +.05 Jdx = 37040 _ 649.8246 = E(¥*) =
2 - 1082
F(X) = H(Y)=649.8246 — (25.329) =8.2064 = p= =-,
J(8.2664)(8.2664)
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Chapter 5: Joint Probability Distributions and Random Samples

33. Since E(XY) = E(X) - E(Y), Cov(X, Y) = E(XY) - E(X) - E(Y) = E(X)- E(Y)- E(X) - E(Y)=0, and since

Corr(X, Y) = -@1%—{2 , then Com(X, ¥) = 0.
J.\‘ Y

35.

a. Cov(aX +b, cY +d)=E[(aX+ b)cY + d)] — E(aX + b) - E(cY + d)
= E[acXY + adX + beY + bd] - (aE(X) + b)(cE(Y) + d)
— acE(XY) + adE(X) + beE(Y) + bd — [acE(X)E(Y) + adE(X) + beE(Y) + bd]
= acE(XY) - acE(X)E(Y) = acE(XY) — E(X)E( Y)] = acCov(X, 1).

b. Cor(aX+b,c¥+d)= Cov(aX +b,cY +d) - acCov{X,}‘) . siitforrlX,Y].Whena
SD(aX +b)SD(cY +d) 1a|-[r.'lSD(X)SD{Y} |ac|

and ¢ have the same signs, ac = |ac|, and we have
Corr(aX + b, c¥ + d) = Corr(X, 1)

¢. When a and ¢ differ in sign, |ac/ =-ac, and we have Corr(aX + b, c¥ + d) =—Corr(X, ¥).

Section 5.3

37. The joint pmf of X, and X; is presented below. Each joint probability is calculated using the independence
of X, and X5; e.g., p(25, 25) = P(X; = 25) - P(X, = 25) = (:2)(.2) = .04.

X
plxi, x3) 25 40 65
25 .04 10 .06 2
Xa 40 10 25 A5 5
65 .06 15 .09 L
) 5 3

a. For cach coordinate in the table above, calculate ¥ . The six possible resulting ¥ values and their
corresponding probabilities appear in the accompanying pmf table.

7L T 325 40 45 52.5 65
p® | .04 207115 25 12 30 09

From the table, £(X)=(25)(.04) + 32.5(.20) +...+65(.09) = 44.5. From the original pmf, # =25(.2) *
40(5) +65(.3) = 44.5. So, E(X)=p.

b. For each coordinate in the joint pmf table above, calculate s = 2—1—1-2(.r,. —X)* . The four possible
1 =1

resulting s* values and their corresponding probabilities appear in the accompanying pmf table.

s | 0 1125 312.5 800
sy | 38 20 30 .12

From the table, ;:{5“‘) —0(38)+ ... +800(.12) = 212.25. From the original pmf,
= (25— 44.5)(.2) + (40 - 44.5)’(.5) + (65 ~ 44.5)(3) =212.25. So, E(S) = @
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39. X is a binomial random variable with n = 15 and p = .8. The values of X, then X/n = X/15 along with the
corresponding probabilities b(x; 15, .8) are displayed in the accompanying pmf table.

X 0 | 2 3 - 5 6 7 8 9 10
x/15 067 133 2. 267 333 4 467 533 6 667
p(x/15) | .000 000 .000 .000 .000 .000 .001 .003 .014 .043 .103

=

X 11 12 13 14 15
x/15 733 538 867 933 1
p(x/15) | .188 250 .231 .132 .035

41. The tables below delineate all 16 possible (xy, x;) pairs, their probabilities, the value of ¥ for that pair, and
the value of 7 for that pair. Probabilities are calculated using the independence of X; and X;.

(xy, x3) 1,1 k.2 1,3 1.4 21 2.2 2.3 2.4
probability .16 .12 .08 04 .12 .09 .06 .03
X 1 1:5 2 25 1.5 2 2.5 3
r 0 1 2 3 1 0 1 2

(x1, x2) 3,1 327 a3 34 41 42 43 44
probability .08 06 .04 02 04 03 02 01
X 2 2.5 3 IS 23 3 3.5 -
r 2 1 0 I 3 2 1 2

a. Collecting the X values from the table above yields the pmf table below.

Fiofsdldl el S 2o 25 ¢ 32035 o8
p(¥) [ 16 24 25 20 10 .04 .00

—

=3 {
b. P(X<25)=.16+.24+.25+.20=85.

c. Collecting the r values from the table above yields the pmf table below.
r ‘ 0 1 2 3

p{r}‘ A0 a0t 20 10108

d. With n = 4, there are numerous ways to get a sample average of at most 1.5, since X < 1.5 iff the sum
of the X, is at most 6. Listing out all options, P( X <1.5)=P(1,1,1,D) +P2,1,1,1) + ... + P(1,1,1,2) +
P(1,12,2)+ ...+ P(2,2,1,1)+ P(3.1,1,1) + ... + P(1,1,1,3)
= (4) +4(.4)°(.3) + 6(.4)%(.3)% + 4(4)(2)* = .2400.

43. The statistic of interest is the fourth spread, or the difference between the medians of the upper and lower
halves of the data. The population distribution is uniform with 4 =8 and 8= 10. Use a computer to
generate samples of sizes n = 5, 10, 20, and 30 from a uniform distribution with 4 = 8 and B = 10. Keep
the number of replications the same (say 500, for example). For each replication, compute the upper and
lower fourth, then compute the difference. Plot the sampling distributions on separate histograms for n =5,
10, 20, and 30.
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45. Using Minitab to generate the necessary sampling distribution, we can see that as n increases, the
distribution slowly moves toward normality. However. even the sampling distribution for n = 50 is not yet
approximately normal.

n=10
Normal Probability Plot
e P I .l, e e S T S PR
P | | 909
- | | % 4
gm l _{ - ° “i
a0 | | = B0
g 0 - | —ll | g e
SR ‘ ] ' g =
_, L] \'_' o5 -
oo A T e 10
‘_r-_|"_|__'-—_l_ 001 »
o 1 N ¥ 80 5 & N % w
5
At on-Daring taimakly Test
prssi oy
Phinige. 0000
n=2350

Fraquency
sy
Probability
CESSERE R R

it
L AT

Anctnrs on-Crartie Rermality Tes |
ASguered 4428
Pivoles: 0,060

Section 5.4

47.
a. In the previous exercise, we found E(X) =70 and SD(X)=0.4 when n = 16. If the diameter
distribution is normal, then X is also normal, so
= i g
P69<X<T71)= P[ﬁgo 470 <Z< -7—0%9]= P(-2.5<Z<25)=D(2.5)-D(-2.5)= 9938 — 0062 =
J9876.
b. Withn=25, E(X)=70but SD(}?]:EL =0.32 GPa. So, P(X >71)= P[Z > 7‘"7°)=
J25 0.32
1 - ®(3.125) = 1 - .9991 = .0009.
49,

a. 11P.M. - 6:50 P.M. =250 minutes. With 7, = X, + ... + Xy = total grading time,
py =np=(40)(6) =240 and o =g Jn =37.95, so P(T,<250) =
P{ 7 ¢ 250240

= P(Z <.26)=.6026.
37.95 ] 7 =g
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b. The sports report begins 260 minutes after he begins grading papers.
P(T, >260)= P[Z ;,M] = P(Z>.53) =.2981.

37.95

51. Individual times are given by X'~ M(10, 2). Forday 1, n =5, and so
11-10

2/5

For day 2, n = 6, and so

P(X’sn)=P[Zs )=P{Z£l.l2}=,8686.

11-10

2/6

Finally, assuming the results of the two days are independent (which seems reasonable), the probability the
sample average is at most 11 min on both days is (.8686)(.8888) =.7720.

X sl|;=P{fg|1)=P(2:s ]=P{Z£l.22)=‘8888 .

o a. With the values .provided,
P(X 251)= P[Z > ﬁ;j‘%): P(Z>2.5)=1-.9938=.0062 .
b. Replace n=9byn =40, and
P(X ajllzP[Zzé—l;jI—o—D)= P(Z2527)=0.
55.

a. With Y =# of tickets, ¥ has approximately a normal distribution with 4 = 50 and o = \f; =7.071. So,
using a continuity correction from [35, 70] to [34.5, 70.5],

34.5-50 _, 70-5‘5°J = P(-2.19 € Z< 2.90) = .9838.
7.071 7.071

P(35 < Y<70) zP[

b. Now u=5(50)=250, s0 o=v250=152811.
Using a continuity correction from [225, 275] to [224.5,275.5], P(225 < Y < 275) =

[224'5'250 <Z< 275'5”250] = P(-1.61 < Z < 1.61) = .8926.

15.811 T 15811

n es50

y=15 y |

ns 250

y=225
) I

= 9862 and part (b)= Y = 8934. Both of the

c. Using software, part (a) = Z

approximations in (a) and (b) are correct to 2 decimal places.

57. With the parameters provided, E(X) = aff = 100 and M(X) = qﬁ‘z = 200. Using a normal approximation,
& 125-100

~ 200

P(X < 125}:})[2 ]=P{Zsl.??)=,96:6.
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Section 5.5

59.

o E(X+Xa+ Xa)= 180, VX, + X+ X5) =45, SDUX, + Xy * X;)=+/45 = 6.708.
200-180
6.708
P(150< X, + Xo + Xs < 200) = P(~4.47< Z < 2.98) = .9986.

P(X, + X3 + X3 < 200) = P(Zi ]:P(zsz.%}:.%ss.

1
3

=2.1236,s0

515

b. u;=p=60and o’;=%—£=
' n

= 55—601
255)=P|Z2 = P(Z >-2.236)=.9875 and
P(X ) ( 5236 J ) @

P(58< X < 62) = P(—89< Z < .89)=.6266.

e. B(X - 5X,—.5Xs)=p—5u~-.5u=0,while
VX, - 5X, —.5X3) = o} +.2503 + 2507 =22.5=> SD(X, — .5X,~.5X3) = 4.7434. Thus,

100 <z<i__0—] _P(-2.11£Z%1.05) = 8531 - O174=

47434 47434

P10 X, — 5K~ SX; S 5)= p(

.8357.

d. EX +X;+X3) =150, VX + X5+ X3) =36 = SD(X; + X3 + X3) = 6, s0
PX, + X, + X3 £ 200) = P(ZS @;_15_0)= P(Z <£1.67)=.9525.

Next. we want P(X, + Xz = 2X5), or, written another way, P(X; + X2 — 2432 0).
E(X, + X2 — 2X3) =40 + 50 - 2(60) = ~30 and V(X, +X>—-2X;) = o} + o; + 40; =18=
SD{.X| w2 Cl ?.X»,) =8.832, s0

P(X+ X, —2X;20) = P(Z > 9?—3"3320—’] — P(Z >3.40)=.0003 .

61.
a. The marginal pmfs of X and ¥ are given in the solution to Exercise 7, from which E(X)=23,
E(Y)=.7, V(X) = 1.66, and F(Y) =.61. Thus, E(X+ Y)=E(X) + E(Y) =3.5,
WX+ Y)=V(X)+ V(¥)=227, and the standard deviation of X+ Y'is 1.51.

b. EQGX+10Y)=3EX)+ 10E(Y) =154, V(3X + 10Y) =9HX) + 100¥(Y)=75.94, and the standard
deviation of revenue is 8.71.

63.
a. E(X) =170, E(X;)=1.55 BX\X2) = Y. ) %X, p(x,x,)="=3.33, 50

¥
i

CoviXy, Xa) = E(X,Xo) — E(X)) E(¥y) = 3.33 — 2.635 = 695.

b. VX +X3) = V(X)) + V(X;) +2Cov(X), Xp) = 1.59 + 1.0875 + 2(.695) = 4.0675. This is much larger
than V(X;) + V(X;), since the two variables are positively correlated.
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65.
Thooss b — 2 2
a. EX-N)=0,¥V(X-7)= ‘2'—5+%5_ =.0032 = o ; =.0032 =.0566
= Pl-1<¥-T<.1)=P(-1.77<2<1.77) = 9232.
= = g, O
b. V(X-F)="—+"—=.0022222> 05 7 =.0471
. 36 36 i3
=>P-1sX-Yx<. I):: P(-2.12<Z <2.12)= 9660 . The normal curve calculations are still justified
here, even though the populations are not normal, by the Central Limit Theorem (36 is a sufficiently
“large” sample size).
67. Letting X, X,, and X3 denote the lengths of the three pieces, the total length is
X, + X>— X3 This has a normal distribution with mean value 20 + 15 — 1 = 34 and variance .25 +.16 + .01
= .42 from which the standard deviation is .6481. Standardizing gives
P(34.5< X, +X,- X, £35) = P(.77 < Z< 1.54) = .1588.
69.
a. E(X, + X+ X5) =800 + 1000 + 600 = 2400.
b. Assuming independence of Xy, X , X3, V(X; + Xz + X3) = (16)" + (25)" + (18)” = 1205.
¢. E(X,+ X+ X3)= 2400 as before, but now V(X + Xz +X3)
e V()(]] + "(X]} + V{X1) + 2COV[X|. .X’g] L] ZCOV(X;, k-j) + ZCO\"(.Y;!. X‘;] = 1745, from which the
standard deviation is 41.77.
71,
A M=aX +aX,+ W[ xdx=aX +aX,+12W, so
E(M) = (5)(2) +(10)(4) + (72)(1.5) = 158 and
ol =(5)(.5) +(10) (1)" +(72)" (25) =430.25 = o, =20.74.
b. P(M <200)= P(Z sw = P(Z<2.03)=.9788.
20.74
73.

a. Both are approximately normal by the Central Limit Theorem.

b. The difference of two rvs is just an example of a linear combination, and a linear combination of
normal rvs has a normal distribution, so X —¥ has approximately a normal distribution with u; ;=5

and gy ¢ = 1Fgl—+"‘5—L=l.{’)Zl g
40 35

c. P[-1<.?—}751)ap( B s ]=P{—3.?0$Zs—2_4?)z.0068.
1.6213 1.6213
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Chapter 5: Joint Probability Distributions and Random Samples

d. P(X-7210)=P|Z2 b = P(Z 23.08) =.0010. This probability is quite small, so such an
1.6213 R

occurrence is unlikely if 4 —u, =5, and we would thus doubt this claim.

Supplementary Exercises

75.
a. pylx) is obtained by adding joint probabilities across the row labeled x, resulting in px(x) = .2, .5, 3 for
x =12, 15, 20 respectively. Similarly, from column sums py(y) = .1,.35,.55 fory=12,15,20
respectively.
b. P(X<15and Y < 15)=p(12,12) + p(12,15) + p(15,12) +p(15,15)=.25.
c. px12) p12) =(2)(.1) # .05 = p( 12,12). so X and Y are not independent. (Almost any other (x, y) pair
yields the same conclusion).
d. EX+Y)=Y Y (x+y)p(x,y)=33.35 (or = E(X)+E(¥)=333).
e. E(iX— Y|)= ZZ!J:—ylp{x,y] =...=385.
77

\n-.rhy‘{vdngl,ffiﬂ‘k:k_ 3

a 1=["[" f(xy)dxdy = ol -f"““*"""'dl""ﬁ{:j T81L250°

1]

30-x

o kxydy = k(250x -10x") 0<x<20
b- ‘f:r(.r) o -10--:
[ hexydy = k(450x-30x’ +ix’) 20<x<30

By symmetry, fy{¥) is obtained by substituting y for x in fi(x).

Since f(25) > 0 and 4(25) > 0, but (25, 25) = 0, fi(x) - fy(¥) # fixy) for all (x, ¥), so X and ¥ are not
independent.

20 025 25 p25-x 3 230,625

e. P(X+Y<25)= kexydyd + oydydy = —— 22022 _ 355,
.[t] JEH X u j.‘-uIn Y. 31‘250 24

d E(X+1)= EQX)+ E(N)=2E(N) =2{ [ x-k(250x-10x")ds

+J'::x-k(4501' —3012 +'J_r'.‘{3]d_‘f} =2k(351.666.67) = 25.969,
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Chapter 5: Joint Probability Distributions and Random Samples

e. EQN)=["["xy feyyddy =" [ ko' dyx

00305, , 5 k 33,250,000 v
+J'20 : Jex ydydx—i-f—]%ﬁl%,so
Cov(X, ¥)=136.4103 — (12.9845)* =-32.19.
E(X*) = E(Y’) =204.6154, so o} =0, =204.6154—(12.9845)' =36.0182and p = 3'633'] 182 =-.894.

f. WX+Y)=WX)+ WY)+2Cov(X, ¥)=T7.66.

79. E(X +7 +Z)=500+900+ 2000 = 3400.

AL L T I SD(X +Y+2Z)=1109.

=365 365 365
P(X+Y+Z<3500)=P(Z <9.0)=1.

V(X+Y+2)

81.
a. E(N)-p=(10)40)=400 minutes.

b. We expect 20 components to come in for repair during a 4 hour period,
so E(N) - p=(20)(3.5)=170.

83.  0.95= P(p—.ﬂZﬂX’Sﬂ-ﬁ-.OE)zP[ 2l gl J=P(—.2J;?szs.2JE) : since

fn T T 1N
P(~l.96 £Z< I,%) =95, .2n =1.96=>n=97. The Central Limit Theorem justifies our use of the

normal distribution here.

85. The expected value and standard deviation of volume are 87,850 and 4370.37, respectively, so

W) _ P(Z <2.78)=.9973.

P(volume < 100,000) = P[Z <
4370.37

87.

a. PU2<X<15)= P(IZ;B <Z< 15;‘3] = P(-025 <Z < 0.5) = 6915 - .4013 = .2092.

b. Since individual times are normally distributed, X is also normal, with the same mean = 13 but with
standard deviation oy =a/ Jn =4/16 =1. Thus,

P(1243<15)=P(12]_13<Z<ISIHJ =P(-1<Z<2)=9772-.1587 = .8185.

c. The meanisu = 13. A sample mean X based on n = 16 observation is likely to be closer to the true
mean than is a single observation X. That’s because both are “centered” at u, but the decreased

variability in X gives it less ability to vary significantly from u.

d. P(X>200=1-®(7)=1-1=0.
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91.

93.

Chapter 5: Joint Probability Distributions and Random Samples

. V(aX+Y)=a’0" +2aCov(X,Y)+0; = a’c’ +2a0,0,p+0y.

Substituting a =91 yields ¢l +207p+0y = 207 (1+p)20. This implies (1 +p)20,0rp = -1.

X

b. The same argument as in a yields 207 (1-p) 20, from whichp < 1.

¢. Supposep=1. ThenV (aX - Y)=20;(1-p)=0, which implies that aX - Y is a constant. Solve for ¥

and ¥ = aX — (constant), which is of the form aX + b.

yx, 1 I t_‘z!__ | i;; 1 X tx

a. With Y=X, +X, Fr(y)=.[ﬂ{].o 2".*11'(v.EZ)'QW-'H‘(V.H)'I' e R dx}}drr e

inner integral can be shown to be equal to ——7— Y23y [ from which the result
220 (v, +v,)/2)

follows.

b. Bya, Z' +Z: is chi-squared with v =2, 50 (27 +23)+2i is chi-squared withv = 3, etc., until

Z?+..+Z; ischi-squared withv=n.

2
g = is standard normal, so [X‘ — H} is chi-squared with v = 1, so the sum is chi-squared with

a o

parameter v = n.

a. V(X|}=V{W+E]}:aj yop=V(IW+E)=V(X,) and Cov(X,,X,)=

Cov(i + E, W + E;) = Cov(W, W) + Cov(W, E;) + Cov(E,, W) + Cov(£y, Ey) =
Cov(W, W) +0+0+0= VW)= oy .

o, +0¢ A\f;,;. +g; Oy *+0p
1
o= =.9999.
1+.0001

E(Y)=h(p, s, iy, 1) = 120[71;+f;+$]= 26.

: i ; x x X
The partial derivatives of By g s 1y) with respect to x,, xp, x3, and x4 are -4 =, =4 and
Ry b X X
I 2 3

1 i e ;
— L+i , respectively. Substituting x; = 10, x, = 15, x3 =20, and x4 = 120 gives —1.2,-.5333,-.3000,
R

and 2167, respectively, so V(¥) = (1)(-1 2P+ (1)(-5333) + (1.5)(=.3000) + (4.0)(2167)* = 2.6783, and
the approximate sd of ¥is 1.64.
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Chapter 5: Joint Probability Distributions and Random Samples

97. Since X and Y are standard normal, each has mean 0 and variance 1.
a. Cov(X, U)= Cov(X, .6X + .8Y) = .6Cov(X, X) + .8Cov(X, ¥) = .6V(X) + .8(0) = .6(1) = .6.
The covariance of X and Y is zero because X and Y are independent.
Also, V(U) = V(.6X + .8Y) = (.6)*V(X) + (.8)’M(Y) = (.36)(1) + (.64)(1) = 1. Therefore,
Cov(X,U) 0

Ox0y R ﬁs/l_

b. Based on part a, for any specified p we want U = pX + bY, where the coefficient 5 on Y has the feature

Corr(X,U) = =6, the coefficient on X.

that p* + b* = 1 (s0 that the variance of U equals 1). One possible option for & is b = /I -p’ , from

which U=pX+ |J1-p* Y.
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CHAPTER 6
Section 6.1
1.
12 § ’ 2l T 21950
a. We use the sample mean, X, to estimate the population mean . y=x=—= = =8.1407.
n e
b. We use the sample median, ¥=7.7 (the middle observation when arranged in ascending order).
_ [1860.94— 228
¢.  We use the sample standard deviation, 5 = \/a_' = I__{J_92?__ =1.660.
; & 4
d. With “success” = observation greater than 10, x = # of successes = 4, and p= X = =.1481.
n L
s .6
e. We use the sample (std dev)/(mean), or %z Loot =.2039
x 8.1407
3.
a. We use the sample mean, ¥ =1.3481.
b. Because we assume normality, the mean = median, so we also use the sample mean X =1.3481. We
could also easily use the sample median.
c. We use the 90" percentile of the sample: /i +(1.28)6 =X +1.28s=1 3481+(1.28)(.3385) =1.7814.
d. Since we can assume normality,
P(x<15)=P( 2<% ]: P[Z JS-LIBLY_ bz« 45)=.6736.
s 3385 ;
; 7 s 3385
e. The estimated standard error of ¥ = e = = 0846.
Jn Jn e
5. Let 0 = the total audited value. Three potential estimators of £ are él = NX, H =T -ND ,and 6}3 = T%
From the data, ¥ = 374.6, x=340.6, and d = 34.0. Knowing N = 5,000 and 7= 1,761,300, the three
corresponding estimates are 9] =(5,000)(340.6) = 1,703,000, E;z =1,761,300—(5.000)(34.0) = 1,591,300,
and 6, = 1,7.51.300[1‘}{:'—'6 =1,601,438.281.
: 374.6
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Chapter 6: Point Estimation

T
p x 12
a. p=E=Z 2 w1205 _120,6.
n
b. 7=10,000 z=1,206,000.
¢. 8 of 10 houses in the sample used at least 100 therms (the “successes”), so p = 7 = .80.
d. The ordered sample values are 89, 99, 103, 109, 118, 122, 125, 138, 147, 156, from which the two
middle values are 118 and 122, so ,ii = =%:£ =120.0.
9.
a. E(X)=pu=E(X),s0o X isan unbiased estimator for the Poisson parameter . Since n = 150,
sz o2 _(008)+ (OB +..+(MD _317 _, 44
i n 150 o7 e
b. o;= Z= & so the estimated standard error is JE 1 =_119.
‘ n n n 4150
11.

S 5 180 1 1 I :
a. E[—'— 1J:—E(X,)——E(X2)=:(ﬂ1pl.)"-—~n (nyp2) =P = P>
|

noon n "y 2

2 2
b. V[LLJ,{&},(L][L] y(xl){i] VX)) =
nooon n, n, n n, -
vl—z(n, Py )+ Lz(nz P292)= P19 | P22 anq the standard error is the square root of this quantity.
n n; .fl‘1 ny

ce. With p, = 2 g =1-p,, P =22 g, =1- p,, the estimated standard error is
| ny
Lk 127 176
d. - Py )= ————=.635—-.880=-245
(6:-52) 200 200

" J[.635}{.365)+ (880)(.120) _ o)

200 200

2 it
13. pzE(X}=jllx-§(I+6’x}dx=a—+%

=%6’=> 0=3u=

6=3X = E@)=EQ(X)=3E(X)=3u= 3(%}9 =6.
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Chapter 6: Point Estimation

. XA
J:G. Consider 6’=Z — . Then

; L X
E(X*)=260 implies that E| —

2n

=

& ' g E(X} A

5(9) =E Z—Y‘— = Z [ - ) = 229 = i 8, implying that @ is an unbiased estimator for £.
2n 2n 2n 2n

3 - 1490,
Y x =1490.1058, 50 6 = 1—?%5-& ~74.505.

T i e W (I+,-_2]F,_] , e
= L il et = 1- = nb(x;r-L,p)=p.
pZ; ot (1-p) Pg;', : (1-p) pg p)=p
For the given ence, x=5,50 p -1 f 444
r the sequence, x = 5,50 p= =— =444,
& % P 5+5-1 9

A=5p+.15=2i=p+.3,50 p=24—.3 and fJZ?.A:.—..‘i:Z(i)-.?); the estimate 1s
n
2 E]-J—j:.Z.
80
E(p)=E(24-3)=2E(1)-3=24-3=p, as desired.

10 9 . AOfE 9
‘-:.7 +(3 .3, . :—,1-—.— d = — —=|=-—
Here A p+(.3)(.3), so p - 20 and p 5 {n] 20
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Chapter 6: Point Estimation

Section 6.2

21.
a. E(X)=ﬂ-l”(l+lJ and .‘E(,‘n’z):If’{'.l*()+[E()l’}]2 :ﬁzr[l+£)mthe moment estimators & and
a a
. : o B 1% i gy A 2 - X ;
p are the solutionto X = f-T| 1+— |, =Y X} = T 1+ |. Thus f=———= ,soonce a
a) n a 1
F(l+—;]
@
has been determined l"[l+i.] is evaluated and /3 then computed. Since X2 =ﬁ%r=(1+i,],
a a
s 25 r[1+§]
=y == @/ 5o this equation must be solved to obtain & .
- 3( 1 )
| 1+—
o
1 (16,500 r(”g'] I r—(1+—,]
b. Froma, 7—[—:—2]=1A05= 2580 =95 ;‘ ,and from the hint,
201 280 r’{l+—,] : r[n—,)
a a
L pis g Pepepaude w8l
a r(.2) r(.z)
23. Determine the joint pdf (aka the likelihood function), take a logarithm, and then use calculus:
2 1 g S Bt
f(-" "“.x" 8; = L s x; /20 =(2“g} uale i
\ | l;[\IZuﬁ
£0) = In[f(x,,...,x, | )] = —%1n(21t)—%1n(9) =3 %2126
f'(ﬁ):ﬂ-z—’;+zxf1203=0:>-n6+2xf =0
Solving for 6, the maximum likelihood estimator is é:lz,‘(f :
n
25.

a  f=TF=3844;57=395.16,50 -3 (x-%) =& = %(395.16} ~355.64 and & =+/355.64 =18.86
= _
(this is not s).

b. The 95" percentile is z2+1.6450 |, so the mle of this is (by the invariance principle)
2+1.6450=41542.

400-;}]= (400—384.4

¢. The mle of P(X < 400) is, by the invariance principle, fb( - T ]= D(0.83) =
o .

.7967.
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Chapter 6: Point Estimation

27.
(%, ]ﬂ & s e \
& flx,wx:a.8)= — , so the log likelihood is
o I (@)
[a—I)ZIn(x )- Z —nan(f)-ninT"(a). Equating both i and <11 to 0 yields
s B da dp
d Z
Y In(x)-nlIn(B)- n—l"(a) 0 and = ’3 =0, a very difficult system of equations to solve.
rnomicyty 2 ratth
b. From the second equationina, &= —=na=>X=af = u,sothemle of pis u=X.
29,

a. The joint pdf (likelihood function) is
8o~ 5) x 20,....x 260
F(57.54,6) ={;l e X Xy

0 otherwise
Notice that x, 2 @,...,x, 2 iff min(x, )> @ , and that —AE(J 0)=—-AZx, +nll.
A"exp(—AZx, Jexp(nd@) min(x,)>6
0 min(x, ) <@

Consider maximization with respect to 8 Because the exponent nA@ is positive, increasing € will
increase the likelihood provided that min(x, ) = 0 ; if we make flarger than mjn(x‘) , the likelihood

Thus likelihood = {

drops to 0. This implies that the mle of @is @ = min (x, ) . The log likelihood is now

n

nin(A) —AZ(x,. -9] . Equating the derivative w.r.t. A to 0 and solving yields A= E( ¢ 9) = 2y
i Rl

b. f=min(x)=.64, and Ex =55.80,50 Lo A0 5 g
55.80-6.4
Supplementary Exercises
31. Substitute k = &/gy into Chebyshev’s inequality to write P(|Y — puy| > p} < 1/(elay)’ = V(Y)I£*. Since

E(X)= uand ¥V (X)=c"/n, we may then write P(|X ,,|g 5) n Asn— w, this fraction converges
L

to 0, hence p(|x = ,u| > g] — 0, as desired.

33. Let x; = the time until the first birth, x, = the elapsed time between the first and second births, and so on.
Then f(x,,...x,;4)=Ae ™ -(24)e**...(nA)e ™ =n!A"e™™ | Thus the log likelihood is

In(n!)+nln(1)— AZkx, . Taking ;7 and equating to 0 yields A =
k
For the given sample, n =6, x; =252, x;,=41.7 - 25.2 = 16.5, x3=9.5, x4 =4.3,xs=4.0, x4 =2.3; 50

L]
Y ke, = (1)(25.2) + (2)(16.5) +...+ (6)(2.3)=137.7 and A :—l-;;—?-—-,()ﬂﬁ_
k=] %
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Chapter 6: Point Estimation

35,

X+ X 235 263 280 2R25:294; 4295y 306 316 339 493
23.5 235 249 2575 2585 2645 265 2705 2755 287 364
26.3 263 2715 2725 27.85 279 2845 2895 30.1 37.8
28.0 280 28142872875 293 298 3095 3865
28.2 282 288 2885 294 299 31.05 3875
294 294 2945 300 305 30.65 39.35
29:5 29.5 3005 3055 31.7 394
30.6 306 311 3225 39.95
31.6 316 3275 4045
33.9 339 416
49.3 493

There are 55 averages, so the median is the 28" in order of increasing magnitude. Therefore, 4=29.5.

(st . i
37. Let ¢c= ~—(—) Then E(¢S) = ¢E(S), and ¢ cancels with the two I factors and the square root in E(S),

ORE
leaving just . Whenn =20, ¢= l‘(9.5)‘ = B3)7.5)+ (SIL3) (8'5)(?'5}"{'5)& =1.0132.
r(10)-J& a0-ni3 9.3
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CHAPTER 7

Section 7.1

1.

a. 2z, =2.81 implies that /2 = 1 - ®(2.81) = .0025, so a= 005 and the confidence level is 100(1-a)% =
09.5%.

b. z. =144 implies that o = 2[1 - ®(1.44)] = .15, and the confidence level is 100(1-0)% = 85%.

¢. 99.7% confidence implies that « = .003, /2 = .0015, and z ;5 = 2.96. (Look for cumulative area equal
to 1 —.0015 = .9985 in the main body of table A.3.) Or, just use z= 3 by the empirical rule.

d. 75% confidence implies a = .25, w/2 =125, and z ;55 = 1.15.

2%

a. A 90% confidence interval will be narrower. The z critical value for a 90% confidence level is 1.645,
smaller than the z of 1.96 for the 95% confidence level, thus producing a narrower interval.

b. Not a correct statement, Once and interval has been created from a sample, the mean p is either
enclosed by it, or not. We have 95% confidence in the general procedure, under repeated and
independent sampling.

¢. Nota correct statement. The interval is an estimate for the population mean, not a boundary for
population values.

d. Nota correct statement. In theory, if the process were repeated an infinite number of times, 95% of the
intervals would contain the population mean p. We expect 95 out of 100 intervals will contain y, but
we don’t know this to be true.

5.
1.96)(.75
a. 4A851£——-—)(——-)- =485+.33= (4.52,5.18).

V20

(233)(.75

b. z.,,=2z01=2.33, sothe interval is 4.56 + )z (4.12, 5.00).
J16

c. {MM)] =54.02/'55.
40

w}‘ =93.61./94.

d. Widthw=2(2)=4,s0n ={ 2

100
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Chapter 7: Statistical Intervals Based on a Single Sample

T I L=2z,. % and we increase the sample size by a factor of 4, the new length is
“a/n
L'=22, —=| 2z —1}(1) st Thus halving the length requires n to be increased fourfold. If
%l | AW \2)77 |

n' =25n,then L'= % , so the length is decreased by a factor of 5.

9.
a (?—l 645 oc] From 5a, x =4.85,0=.75, and n = 20; 4.85-1 645i5——4 5741, so the
. | S f . 85,a=.75, ;4 e .
interval is (4.5741,%0).
o
b, |x-2z,—&/—,©
[ @ J; J
c. (—m.?+ z, _q_] ; From4a, ¥x=583,0=3.0,and n=25; 583+ 2.33—3— =59.70, so the interval is
Vn J25
(—=, 59.70).
11. Y is a binomial rv with n = 1000 and p = .95, so E(¥) = np = 950, the expected number of intervals that

capture u, and o, = Jnpg = 6.892 . Using the normal approximation to the binomial distribution,
P(940 < Y < 960) = P(939.5 < ¥ £ 960.5) = P(-1.52 < Z < 1.52) = 9357 - .0643 = .8714.

Section 7.2

13,
a s 164.43
A Xtz —==654.16£1.96——— = (608.58, 699.74). We are 95% confident that the true average
Vn V50
CO, level in this population of homes with gas cooking appliances is between 608.58ppm and
699.74ppm
bh. w=50= Z_Uiﬁm-)- = -J;: M =13.72=>n= (13‘72)2 = 188.24, which rounds up to 189.
Jn 50
15.

a. z,=.84,and ®(.84)=.7995~ .80, so the confidence level is 80%.
b. 2z, =2.05,and ®(2.05)=.9798 ~ 98, so the confidence level is 98%.

¢ z,=.67,and ®(.67)=.7486 =.75, so the confidence level is 75%.

101

© 2016 Cengage Leaming. All Rights Reserved. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part.

Telegram: @uni_k



https://t.me/uni_k

www.konkut.in

Telegram: @uni_k

——

Chapter 7: Statistical Intervals Based on a Single Sample

4.59

h)
17. X-2,,—==13539-233——=13539-.865=134.53. We are 99% confident that the true average
0l J; ||'—‘153 g

ultimate tensile strength is greater than 134.53.

19. p= % =.5646 ; We calculate a 95% confidence interval for the proportion of all dies that pass the probe:
1.96)’ 5646)(.4354) (1.96)
.5646+%il.96‘j( 3)5(6 }+: 356)2
: (356) _ 57000518 _ 55 ¢15) . The simpler CI formula
(1.96) 1.01079
T+ — =
356
(7.11) gives .5646+1.96, ‘ﬁ‘}ilszﬂ =(.513, .616), which is almost identical.
250 25+1.645% /2000 _

= 2507. The

21. For a one-sided bound, we need z, =zps=1.645; p=——=25;and p = -
1000 14+1.645° /1000

resulting 95% upper confidence bound for p, the true proportion of such consumers who never apply for a

1.645,/(.25). .645)% / (410007
6 SJ( 25X 75};1000«:(1 645) /(41000 Lo sl 0k w02
1+(1.645)* /1000

Yes, there is compelling evidence the true proportion is less than 1/3 (.3333), since we are 95% confident
this true proportion is less than .2732.

rebate, is .2507 +

23.
a. With such a large sample size, we can use the “simplified” CI formula (7.11). With p = .25, n=2003.
and z,; = z 595 = 2.576, the 99% confidence interval for p is
ﬁi:mu/ﬂ =25+ 2.576Jm = 25+.025=(.225, .275).
n 2003
b. Using the “simplified” formula for sample size and p=4 =5,
42°pg  4(2.576) (.5)(.
i 2219 (69) 065431
W (.05)
So, a sample of size at least 2655 is required. (We use p = g = .5 here, rather than the values from the
sample data, so that our CI has the desired width irrespective of what the true value of p might be. See
the textbook discussion toward the end of Section 7.2.)
25;

: 2(1.96)° (:25)~ (1.96)' (01) £4(1.96)" (25)(:25—.01) + 01(1.96)° 4si
00 01 3

8, 2(1.96)’ (4-2)—(1.96)' (:01) £ /4(1.96)" (4-2)(4 -2 -.01)+.01(1.96)"
0]

=~ 339
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Chapter 7: Statistical Intervals Based on a Single Sample

2
o ; . (5 ST :
27, Note that the midpoint of the new interval is 22—2, which is roughly iﬁ with a confidence level of
n+z n+

p(l-p)
+4

[
95% and approximating 1.96 = 2. The variance of this quantity is ﬂ-—zp—) or roughly

n+z
e
'Hz]i*- n+4 n+4

n+4

. Now

. For clarity, let x" =x+2 and

; oo R
replacing p with sl we have

n =n+4,then p’ =2 and the formula reduces to p" + Zy4 ’E_q_ , the desired conclusion. For further
n 3 B

discussion, see the Agresti article.

Section 7.3

29.
8.l =2228 d. 55 =2.678
b. 12 =2.086 ol vy =2.485
€ fogs0 =2.845 f. —tpss=-2.571
3L
A foe, =1.812 d. t,,=3747
b. 5 =1.753 €  lpay ®lgsu = 2.064
€ g5 =2.602 £ 12429
33.

a. The boxplot indicates a very slight positive skew, with no outliers. The data appears to center near
438.

T 1 T 1 1 ]
420 430 440 450 460 470

polymer

b. Based ona normal probability plot, it is reasonable to assume the sample observations came from a
normal distribution.
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Chapter 7: Statistical Intervals Based on a Single Sample

c. Withdf=n- 1= 16, the critical value for a 95% Cl is 7, =2.120 , and the interval is

14 ’ . ;
438.29&[2.120)[2-1—] =438.29+7.785 =(430.51,446.08) . Since 440 is within the interval, 440 is

V17

a plausible value for the true mean. 450, however, is not, since it lies outside the interval.

35, =15 F=250,5=35; 15, =2.145

a. A 95% CI for the mean: 25.0i2.145-j—i3§ =(23.06, 26.94).

b. A 95% prediction interval: 25.0£2.145(3.5), Jl ks 1'15_ =(17.25,32.75). The prediction interval is about

4 times wider than the confidence interval.

F a. A95%CI: .9255+2.093(.0181)=.9255+.0379 = (.8876,.9634)
b. A95%PL: .9255+2.093(.0809) 1+ =.9255£.1735= (.7520,1.0990)
¢. A tolerance interval is requested, with k= 99, confidence level 95%, and n = 20. The tolerance critical
value, from Table A.6, is 3.615. The interval is 9255+ 3.615(.0809) = (.6330,1.2180)..
39.

a. Based on the plot, generated by Minitab, it is plausible that the population distribution is normal.
Normal Probability Plot

999 J
.99 +
95 4 .
:E‘ 80 4 f__.--".’r
=1 50 L e 1
2 .. St
n‘--D—- 20 - ”__’_J_,/.C-"
05 4 e—"
01+
001
30 50 70
volume
Average: 52.2308 Andarson-Daring Normality Test
StDev: 14 BS5T A-Squared: 0.360
N 13 P-Valus: 0392

b. We require a tolerance interval. From table A.6, with 95% confidence, k =95, and n=13, the tolerance
critical value is 3.081. ¥+3.0815=52231+3.08 1(14.856) =52.231+45.7711=> (6.461},98.002).

c. A prediction interval, with f,,, =2.179:

52.2314£2.179(14.856) 1+ = 52.231+33.593 = (18.638,85.824)
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Chapter 7: Statistical Intervals Based on a Single Sample

41. The 20 df row of Table A.5 shows that 1.725 captures upper tail area .05 and 1.325 captures upper tail area
.10 The confidence level for each interval is 100(central area)%.
For the first interval, central area = 1 — sum of tail areas = 1 — (.25 + .05) = .70, and for the second and third
intervals the central areas are 1 — (.20 +.10)=.70 and 1 - (.15 +.15) = 70. Thus each interval has

687 +1.72 5 i
confidence level 70%. The width of the first interval is i-(——j_Ls) = 2.412% , whereas the widths of
n n

the second and third intervals are 2.185 and 2.128 standard errors respectively. The third interval, with
symmetrically placed critical values, is the shortest, so it should be used. This will always be true for a 1

interval.

Section 7.4

43.
a. If}s‘ln = ]8.307

ho 1.295.1'0 - 3940
C. Since 10.987 = 1.2975_22 and 36.78= 2_3}25_22 3 P(Z.%?S,Ez < Zz < Z.%?_S,ZI )3 .95.

d. Since 14.611= 43, ,s and 37.652= 73,5, P(¢’ <14.611 or "> 37.652) =
| - P(¢ > 14.611) + P(* > 37.652) = (1 - .95) + .05 = .10.

45, For the n = 8 observations provided, the sample standard deviation is s = 8.2115. A 99% ClI for the
population variance, ¢, is given by
(=157 1 Zhospas (=15 1 s, ) =(7-821157/20.276,7-8.2115° /0.989) = (23.28,477.25)
Taking square roots, a 99% CI for ¢ is (4.82, 21.85). Validity of this interval requires that coating layer
thickness be (at least approximately) normally distributed.

Supplementary Exercises

47.
a. n=48, ¥=8.079%,s =23.7017, and s = 4.868.

A 95% CI for u = the true average strength is

F41.96-==8.079+1.96 258 _§ 0791377 = (6.702,9.456).
Vn V48

b. ;‘J=%=.2708. A 95% Cl for p is

196 |, 4 [(2708)(7292) _ 196°
2048) | 48 4(48)’ _BI0BLI319_ e 40
1.96 © 1.0800 i

48

2708 +

1+
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49,

53.

55.

Chapter 7: Statistical Intervals Based on a Single Sample

" g ey 1 =500 .
The sample mean is the midpoint of the interval: X = 6—%& =65.4 N. The 95% confidence margin of

error for the mean must have been + 5.2,50 #-5/ Jn =5.2. The 95% confidence margin of error for a
prediction interval (i.e., an individual) is .r-s,fl +4 =n+l-1:5/ Jn =J11+1(5.2) = 18.0. Thus, the 9%
Plis 65.4 + 18.0 = (47.4 N, 83.4 N). (You could also determine ¢ from n and a. then s separately.)

352+1.96" / 2(88)
1+1.96% /88

a. With p=31/88 =.352, p= = 358, and the CI is

.352)(.648)+1.96° / 4(88)’
358+1.96 J( 2)(164] )9:), : SBI 0 - (.260, .456). We are 95% confident that between 26.0%
+1.96*

and 45.6% of all athletes under these conditions have an exercise-induced laryngeal obstruction.

b. Using the “simplified” formula, n =224 - 4“'9(6(})}}‘? X5 _2401. So, roughly 2400 people should be
w M 3

surveyed to assure a width no more than .04 with 95% confidence. Using Equation (7.12) gives the
almost identical n = 2398.

¢. No. The upper bound in (a) uses a z-value of 1.96 =z s So, if this is used as an upper bound (and
hence .025 equals  rather than a/2), it gives a (1 —.025) = 97.5% upper bound. If we want a 95%
confidence upper bound for p, 1.96 should be replaced by the critical value zys = 1.645.

: - ot ] af o . - == et ot 2 2 2 Y PR
With §=1(X, + X, + X,)-X,, 05 = (X +X,+ X,)+v(X,) = L(f’_- _,_ﬁ;,ﬁ}j_*; G, is
9\ n n, ", n,
obtained by replacing each o’ by s; and taking the square root. The large-sample interval for #is then
2 d a 2
X +%+%)-F 22, Ll % BT
- " ‘Nolm, n, n) n,

For the given data, @ =-.50and &;=.1718, so the interval is —.50+1.96(.1718) =(-.84,—.16).

2(1.96)(.8) T
The specified condition is that the interval be length .2, so n :{—(—21—)(—)?[ =245.86 ./ 246 .

Proceeding as in Example 7.5 with 7, replacing %X, , the CI for l is [ ?r' : 2r ] where
A

Il.--;,-g.:y I«g/;_zr

t, =y +..4y,+(n—r)y, InExample6.7,n=20,r=10,and t,=1113. With df = 20, the necessary

2

critical values are 9.591 and 34.170, giving the interval (65.3, 232.5). This is obviously an extremely wide
interval. The censored experiment provides less information about ]I than would an uncensored

experiment with n = 20.
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Chapter 7: Statistical Intervals Based on a Single Sample

59,
a. I“_ai] nu""'du =u" ]“_w,:,} =1-2_%_1-a . Fromthe probability statement,
[ai2) (ex/2) 2 2
AW A
¥ l — S . . . " .
('/‘) < ls ( /:) with probability 1 — a, so taking the reciprocal of each endpoint and

max(X,) @ max(X,

: . ; X X

interchanging gives the CI gt ijax(y) for 6.

(1-%) (%)
y _ max(X)) ; o 7 : iad s
b. a" <———L><1 with probability | - a, so 1 £ ———-=<— with probability 1 —a, which yields
max(X,)  a”
' S
the interval | max (X, ).&E/l :
a

¢. Itis easily verified that the interval of b is shorter — draw a graph of f, () and verify that the

shortest interval which captures area 1 — ¢ under the curve is the rightmost such interval, which leads

to the Cl of b. With o= .05, n = 5, and max(x;)=4.2, this yields (4.2, 7.65).

61. %=76.2, the lower and upper fourths are 73.5 and 79.7, respectively, and f; = 6.2. The robust interval is
6.2
76.2+(1.93) — |=76.2+2.6=(73.6,78.8).
ke Sl

¥=77.33,5=5.037,and 1,,,, =2.080, so the ¢ interval is
77.33+( 2.080)[%] =77.33+223=(75.1,79.6) . The t interval is centered at X , which is pulled out

to the right of ¥ by the single mild outlier 93.7; the interval widths are comparable.
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CHAPTER 8

Section 8.1

11.

a. Yes. Itis an assertion about the value of a parameter.
b. No. The sample median ¥ is not a parameter.
¢. No. The sample standard deviation s is not a parameter.

d. Yes. The assertion is that the standard deviation of population #2 exceeds that of population #1.

e. No. Xand Y are statistics rather than parameters, so they cannot appear in a hypothesis.

f. Yes. Hisan assertion about the value of a parameter.

We reject H, iff P-value < a = .05.
a. RejectH, b.RejectH; ¢ Donotreject Hy, d.Reject Hy e. Do not reject Hy

In this formulation, H, states the welds do not conform to specification. This assertion will not be rejected
unless there is strong evidence to the contrary. Thus the burden of proof is on those who wish to assert that
the specification is satisfied. Using H,: 4 < 100 results in the welds being believed in conformance unless
proved otherwise, so the burden of proof is on the non-conformance claim.

Let o denote the population standard deviation. The appropriate hypotheses are Hy: o= 05 v. H;: 6<.05.
With this formulation, the burden of proof is on the data to show that the requirement has been met (the
sheaths will not be used unless H, can be rejected in favor of H,. Type I error: Conclude that the standard
deviation is < .05 mm when it is really equal to .05 mm. Type Il error: Conclude that the standard
deviation is .05 mm when it is really <.05.

A type I error here involves saying that the plant is not in compliance when in fact it is. A type II error
occurs when we conclude that the plant is in compliance when in fact it isn’s. Reasonable people may
disagree as to which of the two errors is more serious. If in your judgment it is the type II error, then the
reformulation Hy: 1 = 150 v. H,: s < 150 makes the type I error more serious.

a. A type [ error consists of judging one of the two companies favored over the other when in fact there is
a 50-50 split in the population. A type II error involves judging the split to be 50-50 when it is not.

b. We expect 25(.5) = 12.5 “successes” when Hj is true. So, any X-values less than 6 are at least as
contradictory to Hy as x = 6. But since the alternative hypothesis states p # .5, X-values that are just as
far away on the high side are equally contradictory. Those are 19 and above.

So, values at least as contradictory to H, as x = 6 are {0,1,2,3,4,5,6,19,20,21,22,23,24,25}.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

¢. When Hy is true, X has a binomial distribution with n =25 and p = .5.
From part (b), P-value = P(X < 6 or X > 19) = B(6; 25,.5) + [1 - B(18; 25,.5)] = .014.

d. Looking at Table A.1, a two-tailed P-value of .044 (2 x .022) occurs when x = 7. That is, saying we’ll
reject H, iff P-value < .044 must be equivalent to saying we'll reject Hy iff X' <7 or X' = 18 (the same
distance from 12.5, but on the high side). Therefore, for any value of p # .5, f(p) = P(do not reject
when X ~ Bin(25, p)) = P(7 < X < 18 when X ~ Bin(25, p)) = B(17; 25, p) — B(7; 25, p).

A(4)=B(17; 25,.4) — B(7, 25,.4) = .845, while £(.3) = B(17; 25, .3) - B(7; 25, .3) = 488,
By symmetry (or re-computation), f(.6) = .845 and f(.7) = .488.

e. From part (c), the P-value associated with x = 6 is .014. Since .014 < .044, the procedure in (d) leads
us to reject Hy.

13.
a. Hypp=10v.H; u#10.

b. Since the alternative is two-sided, values at least as contradictory to Hyas ¥ = 9.85 are not only those

less than 9.85 but also those equally far from g = 10 on the high side: i.e., ¥ values = 10.15.

i < o 200
When H, is true, X has a normal distribution with mean z# =10 and sd ——= =—= = .04. Hence,
! Jn V25

P-value = P( X <9.85 or X > 10.15 when H, is true) = 2P( X <9.85 when Hy is true) by symmetry

= ZP[Z < &;1—0] = 2(-3.75) = 0. (Software gives the more precise P-value .00018.)

In particular, since P-value = 0 < ¢ = .01, we reject H, at the .01 significance level and conclude that
the true mean measured weight differs from 10 kg.

¢. To determine f(x) for any u # 10, we must first find the threshold between P-value < a and P-value >
a in terms of X . Parallel to part (b), proceed as follows:

.01 = P(reject Hy when Hy is true) = 2P( X <X when H, is true) = :w(x;‘:()] ¥

q)( u ;;’0) =.005= = ;0 =-2.58 =% =9.8968 . That is, we’d reject Hj at the a = .01 level iff the

observed value of X is < 9.8968 — or, by symmetry, > 10 + (10 - 9.8968) = 10.1032. Equivalently,
we do not reject Hp at the a = .01 level if 9.8968 < X <10.1032.

Now we can determine the chance of a type 1l error:

£(10.1) = P(9.8968 < X <10.1032 when u = 10.1) = P(-5.08 < Z < .08) = .5319.

Similarly, #(9.8) = P(9.8968 < X <10.1032 when u = 9.8) = P(2.42 < Z < 7.58) = .0078.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

Section 8.2

18. In each case, the direction of H, indicates that the P-value is P(Z>2z) = 1 — ®(z),
a. P-value=1-®(1.42)=.0778.

b. P-value=1-—®(0.90)=.1841.
c. P-value=1— ®(1.96)=.0250.
d. P-value=1— ©(2.48) = .0066.

e. P-value=1-—D(-.11)= 5438.

17:
30 - 0
By B M =2.56, so P-value = P(Z>2.56)= 1 — ®(2.56) = .0052.
1500/ /16
Since .0052 < a = .01, reject Hy.
b. z,=zg=2.33,so5(30500)= ¢)[2.33+£990_—m59-9} =®(1.00) =.8413.
1500/ /16
1500(2.33+1.645) |’
¢ z,=zy=2.33andzz=z,=1.645 Hence, n= ( ! ) =142.2, souse n = 143.
30,000-30,500
d. From (a), the P-value is .0052. Hence, the smallest & at which H; can be rejected is L0052,
19.
g y ot ; 94.32-95 o
a. Since the alternative hypothesis is two-sided, P-value = 2| 1-®| |——=| || =2 [1 - ®227)] =
1.20/4/16
2(.0116) = .0232. Since .0232 > a = .01, we do not reject H at the .01 significance level.
95-94 95-94 :
b. zy=2ps=2.58,508(94)=D| 258+ ———— |-D| -2.58+———=| = @(5.91) - ®(0.75) =
o A(%4) [ 1.20;&/@} [ 1.20;%]
.2266.
1.20(2.58+1.28) |
¢. zp=z;=1.28. Hence,n= 4—-—( ) =21.46,s0 use n = 22.
95-94
21, The hypotheses are Hy: y = 5.5 v. Hy: u #5.5.
a. The P-valueis 2- l—d){ MJ =2+ [1 - ®(3.33)] = .0008. Since the P-value is smaller than
| 37416
any reasonable significance level (.1, .05, .01, .001), we reject Hy.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

b. The chance of detecting that H,, is false is the complement of the chance of a type Il error. With z,, =

5.5-5.6 5.5-5.6
Zoos =2.58, 1- §(5.6) =1—| ®| 2.58 + ~®f 258422220 || = 1 - @(1.25) + B(3.91) =
L H(2.) [ [ .JJJE] [ +.3fJEH e

.1056.

2
.. n{m] =216.97, sousen=217.

5.5-5.6
23,
a. Using software,x=0.75, X =0.64, 5 = 3025, f; = 0.48. These summary statistics, as well as a box plot
(not shown) indicate substantial positive skewness, but no outliers.
b. No, it is not plausible from the results in part a that the variable ALD is normal. However, since n =
49, normality is not required for the use of z inference procedures.
; S 0.75-1.0
c. We wish to test Ho: ¢« = 1.0 versus H,: u < 1.0. The test statistic is z=———= =-5.79, and so the
3025/ /49
P-value is P(Z <-5.79) = 0. At any reasonable significance level, we reject the null hypothesis.
Therefore, yes, the data provides strong evidence that the true average ALD is less than 1.0.
& Frzg—e= 0754164502 = 0821
n J49
25, Let u denote the true average task time. The hypotheses of interest are Hy: 4 = 2 v. H,: u < 2. Using z-based

inference with the data provided, the P-value of the test is P(Z < 1952 J = {(-1.80) = .0359. Since
20/+/52

0359 > .01, at the @ = .01 significance level we do not reject H. At the .01 level, we do not have sufficient
evidence to conclude that the true average task time is less than 2 seconds.

27. ﬁ{ﬂu _ﬂ)=¢’(3mz +ﬂ'\({;f0')—(b(—zwz +£l\/f_1i"0’) =l_(b(_3mz_'ﬁ\[;l"ﬂ']“‘[l—‘b{zml*i\\[;!a')}=
‘D(Zm: ‘GJ;fO']—lD(—za,z —ﬂ-\f;."a) =B, +4).

Section 8.3

29. The hypotheses are Hy: u = .5 versus H,: u # .5. Since this is a two-sided test, we must double the one-tail
area in each case to determine the P-value.
a. n=13=df=13-1=12. Looking at column 12 of Table A.8, the area to the right of /= 1.6 is .068.
Doubling this area gives the two-tailed P-value of 2(.068) = .134. Since .134 > a = .05, we do not
rcject Hg.

b. For a two-sided test, observing 7 = 1.6 is equivalent to observing 7 = 1.6. So, again the P-value is
2(.068) = .134, and again we do not reject H, at a = .05.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

c. df=n-1=24: the area to the left of -2.6 = the area to the right 0f 2.6 = .008 according to Table A.8.
Hence, the two-tailed P-value is 2(.008) = .016. Since .016 > .01, we do not reject H, in this case.

d. Similarto part (c), Table A.8 givesa one-tail area of .000 for = +3.9 at df = 24. Hence, the two-tailed
P-value is 2(.000) = .000, and we reject H, at any reasonable a level.

31. This is an upper-tailed test, so the P-value in each case is P(T = observed ¢).

a. P-value = P(T> 3.2 with df = 14) = .003 according to Table A.8. Since .003 < .05, we reject Hy.

b. P-value = P(T > 1.8 with df = 8) = .055. Since .055 > .01, do not reject Hy.

¢. P-value=P(T >-2 with df =23) =1 — P(T > .2 with df = 23) by symmetry = | - 422 = .578. Since

.578 is quite large, we would not reject H at any reasonable a level. (Note that the sign of the observed
¢ statistic contradicts H,, so we know immediately not to reject Hy.)

33.

a. It appears that the true average weight could be significantly off from the production specification of
200 Ib per pipe. Most of the boxplot is to the right of 200.

b. Let i denote the true average weight of a 200 Ib pipe. The appropriate null and alternative hypotheses
are Hy: u =200 and H,: u # 200. Since the data are reasonably normal, we will use a one-sample
procedure. Our test statistic is 1 = Rl = Lk, =5.80, for a P-value of = 0. So, we reject Hj.

635/430 116
At the 5% significance level, the test appears to substantiate the statement in part a.
35.

a. The hypotheses are Hy: u = 200 versus Hy: > 200. With the data provided.,

=L X—fo _ 249.7-200

T s/dn 14517412

at the a = .05 level. We have insufficient evidence to conclude that the true average repair time
exceeds 200 minutes.

=1.2;atdf=12— 1= 11, P-value = .128. Since .128 > .05, Hy i not rejected

: = 200-300 :
b. Withd= |'ac #! = | 15 l =0.67,df = 11, and a = .05, software calculates power = .70, so
o

B(300) = .30.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

The accompanying normal probability plot is acceptably linear, which suggests that a normal
opulation distribution is quite plausible.

Probability Plot of Strength

Narmul - 95% Cl
-
Mom 9642
Sibe NI
944 N |
04 AL (8L
P-Vabie 073

P w o™ 13
Sirength

The parameter of interest is # = the true average compression strength (MPa) for this type of concrete.
The hypotheses are Hy: ¢ = 100 versus H,: u < 100.

Since the data come from a plausibly normal population, we will use the ¢ procedure. The fest statistic
X-u, 9642-100

s/n 826/410
P(T<-137)=.102,

The P-value slightly exceeds .10, the largest a level we'd consider using in practice, so the null
hypothesis Hy: « = 100 should not be rejected. This concrete should be used.

is t = —1.37 . The corresponding one-tailed P-value, at df = 10— 1=9,is

39. Software provides ¥ = 1.243 and s = 0.448 for this sample.

C.

The parameter of interest is 4 = the population mean expense ratio (%) for large-cap growth mutual
funds. The hypotheses are Hy: =1 versus Hy: p > 1.
We have a random sample, and a normal probability plot is reasonably linear, so the assumptions for a

¢ procedure are met.
1.243 -1

The test statisticis f =————
0.448/~20

(barely) fail to reject Hy at the .01 significance level. There is insufficient evidence, at the a = .01 level,
to conclude that the population mean expense ratio for large-cap growth mutual funds exceeds 1%.

=243, for a P-value of P(T'>2.43 at df = 19) = .013. Hence, we

A Type I error would be to incorrectly conclude that the population mean expense ratio for large-cap
growth mutual funds exceeds 1% when, in fact the mean is 1%. A Type II error would be to fail to
recognize that the population mean expense ratio for large-cap growth mutual funds exceeds 1% when
that's actually true.

Since we failed to reject H, in (a), we potentially committed a Type II error there. If we later find out
that, in fact, 4 = 1.33, so H, was actually true all along, then yes we have committed a Type II error.

1.33-1

With n =20 sodf=19,d= =.66,and & = .01, software provides power = .66. (Note: it’s

purely a coincidence that power and d are the same decimal!) This means that if the true values of 1
and g are u = 1,33 and ¢ = .5, then there is a 66% probability of correctly rejecting Hy: u« = 1 in favor of
H,: u > 1 at the .01 significance level based upon a sample of size n = 20.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

¥-70 _755-70 55

41. = true average reading, Hy: u=70 v. H;; u#70,and t= = = =1.92.
y o Vgl ; siNn - 7/J6  2.86

From table A.8, df = 5, P-value = 2[P(T'> 1.92)] = 2(.058) = .116. At significance level .05, there is not
enough evidence to conclude that the spectrophotometer needs recalibrating,

Section 8.4

43.

a. The parameter of interest is p = the proportion of the population of female workers that have BMIs of
at least 30 (and, hence, are obese). The hypotheses are Hy; p = .20 versus H,: p > .20.
With n = 541, npy= 541(.2) = 108.2 > 10 and n(1 — py) = 541(.8) = 432.8 > 10, so the “large-sample™ =
procedure is applicable.

PP, o 221820

Jr(0=p,)/n  20(80)/541
=P(Z>1.27)=1-9(1.27) =,1020. Since .1020 > .05, we fail to reject Hy at the a = .05 level. We co
not have sufficient evidence to conclude that more than 20% of the population of female workers is
obese.

=1.27 and P-valuze

From the data provided, p =% =.2218,50 z=

b. A Type I error would be to incorrectly conclude that more than 20% of the population of female
workers is obese, when the true percentage is 20%. A Type II error would be to fail to recognize thar
more than 20% of the population of female workers is obese when that’s actually true.

¢. The question is asking for the chance of committing a Type Il error when the true value of pis .25. 1.¢

B(.25). Using the textbook formula,

B(25)= 20-.25+1.645,/20(.80) / 541 - O(_1.166)~.121.
J-25(.75)/ 541

45. Let p = true proportion of all donors with type A blood. The hypotheses are Hy: p = .40 versus Hy: p = 40U
82/150-.40 .147
= =3.667 , and the

J40(.60)/150 04

corresponding P-value is 2P(Z > 3.667) = 0. Hence, we reject Hy. The data does suggest that the
percentage of all donors with type A blood differs from 40%. (at the .01 significance level). Since the =-
value is also less than .05, the conclusion would not change.

Using the one-proportion z procedure, the test statistic is z =

47.

a. The parameter of interest is p = the proportion of all wine customers who would find screw tops
acceptable. The hypotheses are Hy: p = .25 versus H,: p < .25.
With n = 106, npy = 106(.25) = 26.5 > 10 and n(1 - py) = 106(.75) = 79.5 = 10, so the “large-sample" -
procedure is applicable.
From the data provided, p = 2 =208 ,50 z = ___?_‘E_‘__Ei_ =-1.01 and P-value = P(Z<-1.01)

106 25(.75)/106

D(-1.01) = .1562.
Since .1562 > .10, we fail to reject H; at the @ = .10 level. We do not have sufficient evidence to
suggest that less than 25% of all customers find screw tops acceptable. Therefore, we recommend tha:
the winery should switch to screw tops.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

A Type I error would be to incorrectly conclude that less than 25% of all customers find screw tops
acceptable, when the true percentage is 25%. Hence, we’d recommend not switching to screw tops
when there use is actually justified. A Type II error would be to fail to recognize that less than 25% of
all customers find screw tops acceptable when that’s actually true. Hence, we’d recommend (as we did
in (a)) that the winery switch to screw tops when the switch is not justified. Since we failed to reject
in (a), we may have committed a Type Il error.

Let p = true proportion of current customers who qualify. The hypotheses are Hy: p = .05 v. H;: p# .05.

The test statistic is z =—-20—-09 _ —13.07. and the P-valueis 2 - P(Z> 3.07) =2(.0011) = .0022.

.05{.95)/ n
Since 0022 <a= .01, H, is rejected. The company’s premise is not correct.

5=l 2.58,/.05(.95)/500 .05-.10-2.58,/.05(.95)/500
05-.10+2.58,/05(.95)/5 }_m[ J05(95)

{-10(.90)/500 J-10(.90)/500
~®(-1.85)-0=.0332

A(10)=

51, The hypotheses are Hy: p = .10 v. H,: p> .10, and we reject Hy iff X > ¢ for some unknown c. The
corresponding chance of a type I erroris a=P(X> ¢ whenp = .10) =1 -B(c - I; 10, .1), since the rv X has
a Binomial(10, . 1) distribution when Hj is true.

The

values n = 10, c =3 yield a= 1 — B(2; 10, .1) = .07, while @ > .10 for¢ =0, 1, 2. Thus ¢ =3 is the best

choice to achieve a < .10 and simultaneously minimize 8. However, A.3) = P(X < ¢ when p = .3) =

B(2;

10, .3) = .383, which has been deemed too high. So, the desired a and f# levels cannot be achieved with

a sample size of just n = 10.

The
The

values n =20, ¢ =5 yield a= 1 — B(4; 20, .1) = .043, but again A(.3) = B(4; 20, .3)=.238 is too high.
values n = 25, c = 5 yield a= 1 — B(4; 25, .1) = .098 while A.3) = B(4; 25, .3) =.090 < .10, so n =25

should be used. In that case and with the rule that we reject Hy iff XY > 5, a = .098 and A(.3) = .090.

Section 8.5
53.
a. The formula for fis 1— lD(— 233+ %} which gives .8888 for n = 100, .1587 for n = 900, and .0006
for n = 2500,
b. Z=-5.3, which is “off the z table,” so P-value < .0002; this value of z is quite statistically significant.
¢. No. Even when the departure from H, is insignificant from a practical point of view, a statistically

significant result is highly likely to appear; the test is too likely to detect small departures from Hj.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

55.
a. The chance of committing a type I error on a single test is .01. Hence, the chance of committing at
least one type I error among m tests is P(at least on error) = | — P(no type I errors) = 1 =[P(no type |
error)]” by independence = 1 —.99". For m = 5, the probability is .049; for m = 10, it’s .096.

b. Set the answer from () to .5 and solve for m: 1 — 99" > 5= 99" < .5 = m > log(.5)/10g(.99) = 68.97.
So, at least 69 tests must be run at the & = .01 level to have a 50-50 chance of committing at least one
type 1 error.

Supplementary Exercises

Sl Because n = 50 is large, we use a z test here. The hypotheses are Hy: ¢ =3.2 versus H;: p#3.2.The

computed z value is z = 3.05-3.20 =-3.12, and the P-value is 2 P(Z > |-3.12|) = 2(.0009) = 0018. Since

34/4/50

.0018 < .05, H, should be rejected in favor of H,.

59.
a. Hyu=85v.H;u# 85
b. Witha P-value of .30, we would reject the null hypothesis at any reasonable significance level, which
includes both .05 and .10.
61.

a. The parameter of interest is u = the true average contamination level (Total Cu, in mg/kg) in this
region. The hypotheses are Hy: u = 20 versus H,: u > 20. Using a one-sample ¢ procedure, with X =
45.31-20

5.26
however, at df = 3 — 1 = 2, the P-value is P(T> 3.86) = .03. (Using the tables with { = 3.9 gives a P-
value of = .02.) Since the P-value exceeds .01, we would fail to reject H, at the « = .01 level.
This is quite surprising, given the large r-value (45.31 greatly exceeds 20), but it’s a result of the very
small n.

45.31 and SE( X ) = 5.26, the test statistic is 1 = = 3.86. That’s a very large r-statistic;

b. We want the probability that we fail to reject H, in part (a) when n = 3 and the true values of 4 and ¢
are u = 50 and ¢ = 10, i.e. f(50). Using software, we get §(50) = .57.

63. n=47, X =215 mg, s =235 mg, scope of values = 5 mg to 1,176 mg
a. No, the distribution does not appear to be normal. It appears to be skewed to the right, since 0 is less
than one standard deviation below the mean. It is not necessary to assume normality if the sample size

is large enough due to the central limit theorem. This sample size is large enough so we can conduct a
hypothesis test about the mean,

b. The parameter of interest is x4 = true daily caffeine consumption of adult women, and the hypotheses
215-200
235//47
corresponding P-value of P(Z = .44) = 1 — ®(.44) = .33. We fail to reject H, because .33 > .10. The

data do not provide convincing evidence that daily consumption of all adult women exceeds 200 mg.

are Hy: i = 200 versus H,: u > 200. The test statistic (using a z test) is z = =.44witha
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Chapter 8: Tests of Hypotheses Based on a Single Sample

65.
a. From Table A.17, when ¢ =9.5, d = .625, and df =9, f = .60.
When 4 =9.0,d=1.25, and df =9, f = .20.
b. From Table A.17, when f#=.25 andd=.625,n = 28.
67.
: . 02 -.01333
a. WithHgp=1715v.H:p#1/75, p L .02, zﬂ——————= 1.645 , and P-value = .10, we
800 .01333(.98667
800
fail to reject the null hypothesis at the a = .05 level. There is no significant evidence that the incidence
rate among prisoners differs from that of the adult population.
The possible error we could have made is a type IL.
b. P-value=2[1-®(1.645)]=2[05]=.10. Yes, since .10 < .20, we could reject H.
69. Even though the underlying distribution may not be normal, a z test can be used because n is large. The

null hypothesis Hy: 4 = 3200 should be rejected in favor of H,: u < 3200 if the P-value is less than .001.

The computed test statistic is z = 311::;;3220 =-3.32 and the P-value is ®(-3.32) = .0005 < .001, so Hy

should be rejected at level .001.

4 :
75 We wish to test Hy: u = 4 versus H,: u > 4 using the test statistic z = jr . For the given sample, n = 36
n

andf=@=4.444,soz=w

36 V4/36
The P-value is P(Z>1.33) = 1 — ®(1.33) = .0918. Since .0918 > .02, H, should not be rejected at this level.
We do not have significant evidence at the .02 level to conclude that the true mean of this Poisson process
is greater than 4.

=1.33.

73. The parameter of interest is p = the proportion of all college students who have maintained lifetime
abstinence from alcohol. The hypotheses are Hy: p= .1, H;:p > .1.
With n = 462, npy=462(.1) =46.2 > 10 n(1 - py) = 462(.9) = 415.8 > 10, so the “large-sample” z procedure
is applicable.
e ] 1104-.1
From the data provided, p =——=.1104, 50 z = —=—==0.
v AT J1(9)/462
The corresponding one-tailed P-value is P(Z> 0.74) = 1 — ®(0.74) = .2296.
Since .2296 > .05, we fail to reject Hy at the « = .05 level (and, in fact, at any reasonable significance level).
The data does not give evidence to suggest that more than 10% of all college students have completely
abstained from alcohol use.
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Chapter 8: Tests of Hypotheses Based on a Single Sample

75. Since n is large, we’ll use the one-sample z procedure. With # = population mean Vitamin D level for

infants, the hypotheses are Hy: u# =20 v. H,: u > 20. The test statisticis z = ol 0.92, and the
11/4102

upper-tailed P-value is P(Z> 0.92) = .1788. Since .1788 > .10, we fail to reject Hy. It cannot be concluded
that x4 > 20.

77. The 20 df row of Table A.7 shows that 73, ,, =8.26 <8.58 (H, not rejected at level .01) and

8.58<9.591= 2 ., (Hyrejected at level .025). Thus .01 < P-value <.025, and H, cannot be rejected at
level .01 (the P-value is the smallest « at which rejection can take place, and this exceeds .01).

79.
a. When H, is true, 241X, =£EX, has a chi-squared distribution with df = 2. If the alternative is
]

Hy: it < g, then we should reject H; in favor of H, when the sample mean X is small. Since X is small
exactly when Zx, is small, we'll reject H, when the test statistic is small. In particular, the P-value

should be the area to the left of the observed value iz.r,. ’
Hy

AP
b. The hypotheses are Hy: u =75 versus H,: ¢ < 75. The test statistic value is ——Er =%(73?) =
Jui}

19.65. Atdf = 2(10) = 20, the P-value is the area to the left of 19.65 under the zjn curve. From

software, this is about .52, so Hj, clearly should not be rejected (the P-value is very large). The sample
data do not suggest that true average lifetime is less than the previously claimed value.
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CHAPTER 9

Section 9.1

| B
a. E(X-Y)=E(X)-E(Y)=4.1-45=-4, irrespective of sample sizes.
el . o et (1L8) (2.0] s 57
b. ¥(X-Y)= V[X)+V(Y)=°—'+ﬁ=(——-)—+(—)—=.mz4,andzhe SD of ¥ -V is
m 100 100
=+/.0724 = 2691.
¢. A normal curve with mean and sd as given in a and b (because m = n = 100, the CLT implies that both
X and ¥ have approximately normal distributions, so X —¥ does also). The shape is not
necessarily that of a normal curve when m = n = 10, because the CLT cannot be invoked. So if the two
lifetime population distributions are not normal, the distribution of X —¥ will typically be quite
complicated.
3. Let 4, = the population mean pain level under the control condition and y, = the population mean pain
level under the treatment condition.
a. The hypotheses of interest are Hy: sty — iy = 0 versus H,: yt; — pp > 0. With the data provided, the test
statistic value is z = w 4.23. The corresponding P-value is P(Z > 4.23) = 1 - ®(4.23) = 0.
23 L2 23"
43 43
Hence, we reject Hy at the @ = .01 level (in fact, at any reasonable level) and conclude that the average
pain experienced under treatment is less than the average pain experienced under control.
b. Now the hypotheses are Hy: pty — iy = 1 versus Hy: pty — o > 1. The test statistic value is
~ 6230155, and the Povalue is P(Z > 2.22) = 1- ©(2.22) = .0132. Thus we would reject
2 3 2 3
43
H, at the a =05 level and conclude that mean pain under control condition exceeds that of treatment
condition by more than 1 point. However, we would not reach the same decision at the a = .01 level
(because .0132 < .05 but .0132 > .01).
5

a. M, says that the average calurie output for sufferers is more than 1 cal/cm’/min below that for non-

sufferers. J ‘+—3— 1‘ 0 =.1414, so z—(64 2{22 ( ==2.90. The P-value for this

one-sided test is P(Z:: -2.90)= .0019 < .01. So, at level .01, H, is rejected.

—-1.2+1
1414

b. z,=zp=2.33,andso f(-1.2)=1- ¢( =233 ]=l—¢(—.92)=.8212.

_2(2.33+1.28)°

2]

=65.15, s0 use 66.
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Chapter 9: Inferences Based on Two Samples

7. Let u; denote the true mean course GPA for all courses taught by full-time faculty, and let y, denote the
true mean course GPA for all courses taught by part-time faculty. The hypotheses of interest are Ho: sy = 2
versus H,: ity # uy; or, equivalently, Ho: yy — iz = 0 v. Hy: ity — pa # 0.

=P y— h Y <
The large-sample test statistic is z:(ij sy . Gt 28630) 0

g \Fmaz)“  (49241)’
m n 125 88
two-tailed P-value is P(|Z] > |-1.88]) = 2[1 — ®(1.88)] =.0602.

Since the P-value exceeds a = .01, we fail to reject Hy. At the .01 significance level, there is insufficient
evidence to conclude that the true mean course GPAs differ for these two populations of faculty.

1.88. The corresponding

9.
a. Point estimate X —y =19.9-13.7=6.2. It appears that there could be a difference.
19.9-13.7
b. Hyu—pp=0,Hyp—p #0, z= ( ')_, = i =1.14, and the P-value = 2[P(Z > 1.14)] =
J39.12 L
60 60
2(.1271)= 2542. The P-value is larger than any reasonable a, so we do not reject Hy. There is no
statistically significant difference.
¢. No. With a normal distribution, we would expect most of the data to be within 2 standard deviations of
the mean, and the distribution should be symmetric. Two sd’s above the mean is 98.1, but the
distribution stops at zero on the left. The distribution is positively skewed.
d. We will calculate a 95% confidence interval for g, the true average length of stays for patients given
the treatment. 19.9+1 .96m =19.9+9.9=(10.0,21.8).
J60
11 (SE,)’ +(SE,)’ . Usinga= .05 and z., = 1.96 yields
(5.5-3.8)% l.%,)((}..’»)l +(0,2): =(0.99,2.41) . We are 95% confident that the true average blood lead
level for male workers is between 0.99 and 2.41 higher than the corresponding average for female workers.
13. o,=0,=.05,d= .04, a=.01, = .05, and the test is one-tailed =
0025+.0025)(2.33 +1.645)’
n:( 2 5)( $1.64) =49 38, so use n = 50.
0016
15

g ; L —u,—A, . : ’ "
a. As either m or n increases, SD decreases, soO H7H 7R increases (the numerator is positive), s0
SD .

o _A 3 L
(5,, e decreases, so f=D| z_ - _{‘Iﬂ_&i decreases.
4 SD

b. As fi decreases, zy increases, and since z; is the numerator of n, n increases also.
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Chapter 9: Inferences Based on Two Samples

Section 9.2

17.
5%/10+6%/10)
Y o ( i ) i A O P
(52110) /9+(6/10) /9 694+144
5 /10+6% /15) |
e by { 3 = )_. S =21.7=21.
(5°/10) 19+ (67 /15) /14 -694+411
(2:/10+6% /15)
i e 3 = 1M 132718,
(22/10) /9+(6* /15) /14 -018+.411
52/12+6 /24)
p=— ( : )2 " 12.84 —26.05~ 26.
(52 /12) /11+(6% 124) /23 395+.098
19. For the given hypotheses, the test statistic is ¢ = 115.7 r‘129'3‘+ 10 = =36 =-1.20, and the dfis
Vi B0
2
. 824 ;
= (4216§+482 ) _ =996, so use df =9. The P-value is P(T'<-1.20 when T'~ ty) = .130.
(4.2168) +(4.8241)~
5 5
Since .130 > .01, we don’t reject .
21. Let 4, = the true average gap detection threshold for normal subjects, and x4, = the corresponding value for

CTS subjects. The relevant hypotheses are Hy: sty — u, = 0 v. Hy: t; — pt2 <0, and the test statistic is
1.71-2.53 —.82 _ (0351125+.07569)°

t= = =
J0351125+ 07569 3329 (0351125 (07569)°

T 9
is P(T <-2.46 when T~ t;5) = .013. Since .013 > .01, we fail to reject , at the o = .01 level. We have
insufficient evidence to claim that the true average gap detection threshold for CTS subjects exceeds that
for normal subjects,

=15.1, or 15, the P-value

=—2.46. Usingdf v
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Chapter 9: Inferences Based on Two Samples

23.
a. Using Minitab to generate normal probability plots, we see that both plots illustrate sufficient linearity.

Therefore, it is plausible that both samples have been selected from normal population distributions.

Normal Probability Plot for High Quality Fabric Normal Probability Plot for Poor Quality Fabric
590 899
99 4 99
85 4 85
.11

Probability
BE B

Probabiity
BB
\
1
1
\

0ot 001 4
08 13 18 23 1.0 15 20 25
H: P:
o 13083 Ansarssn Dartrg Mormsity Test v, 1.06790 Aencursar-Cmig Wermay Teul
pevislaeippreeey A-Sqarec. 0396 Sela; 053030 AScied 10670
NM L 1.000

N Povmbie 00344

b. The comparative boxplot does not suggest a difference between average extensibility for the two types
of fabrics.

Comparative Box Plot for High Quality and Poor Quality Fabric

Poor

Quality =
High

Quaiity = ===

T |
0.5 1.5 25

extensibility (%)

2
_ (0433265 06
00017906

= —38 =04, the P-value is

c. Wetest Hy: gy —p1, =0 v. H, ;i =, #0. With degrees of freedom v

(which we round down to 10) and test statistic is 7 = i
1H.0433265i

2(.349) = .698. Since the P-value is very large, we do not reject Hy. There is insufficient evidence to
claim that the true average extensibility differs for the two types of fabrics.
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Chapter 9: Inferences Based on Two Samples

25,
a. Normal probability plots of both samples (not shown) exhibit substantial linear patterns, suggesting
that the normality assumption is reasonable for both populations of prices.

b. The comparative boxplots below suggest that the average price for a wine earning a > 93 rating is
much higher than the average price earning a < 89 rating.

Price (5
=

LiE i
| 1
|
|

< —he

¢. From the data provided, ¥ = 110.8, 7=61.7, 5, = 48.7, s, =23.8, and v = 15. The resulting 95% CI for

48.7° 238
+

12 14
are 95% confident that wines rated > 93 cost, on average, between $16.10 and $82.00 more than wines
rated < 89, Since the CI does not include 0, this certainly contradicts the claim that price and quality

are unrelated.

= (16.1, 82.0). That is, we

the difference of population means is (110.8—-61.7) %1, s

27,
a. Let’s construct a 99% CI for zan. the true mean intermuscular adipose tissue (IAT) under the
described AN protocol. Assuming the data comes from a normal population, the CI is given by

Tt % =52+1 = 52+2.947-2% = (33, .71). We are 99% confident that the true mean
n

26
033" e Ji6

IAT under the AN protocol is between .33 kg and .71 kg.

b. Let’s construct a 99% CI for gay — pic, the difference between true mean AN IAT and true mean
control IAT. Assuming the data come from normal populations, the Cl is given by

2 2 2 2
(26)°  C15)" _ 749831 [C20° L L1S) _ (09 41y,
TR TR

Since this CI includes zero, it’s plausible that the difference between the two true means is zero (i..,
tax — e = 0). [Note: the df calculation v = 21 comes from applying the formula in the textbook.]

O
L +2 =(52-.35) Lty
m n

(F-7)%4

ally

29. Let u, = the true average compression strength for strawberry drink and let 4, = the true average
compression strength for cola. A lower tailed test is appropriate. We test Ho: g — g2 = 0v. Hyi jty =i < 0. ,
: -14 4) .
The test statistic is .!=—]—= 10; v= (4? ) —= /12
v29.4+15 (29.4)° (15)° 77.8114
- +...,_

14 14
The P-value = P(t < -2.10) = .023. This P-value indicates strong support for the alternative hypothesis.
The data does suggest that the extra carbonation of cola results in a higher average compression strength.

=25.3, so use df=25.
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Chapter 9: Inferences Based on Two Samples

a. The most notable feature of these boxplots is the larger amount of variation present in the mid-range
data compared to the high-range data. Otherwise, both look reasonably symmetric with no outliers
present.

Comparative Box Plot for High Range and Mid Range

470

460 —

450 —

420

mid range

420 e T

T T
mid range high range

b. Using df= 23, a 95% confidence interval for u is

mid-range ﬂhighvmgt

(438.3-437.45) 2.069,J15E + 887 = 8548 .69 = (~7.84,9.54). Since plausible values for
Hisgcmge — Hrignange 87€ DOt positive and negative (i.e., the interval spans zero) we would conclude that

there is not sufficient evidence to suggest that the average value for mid-range and the average value
for high-range differ.

Let z; and s, represent the true mean body mass decrease for the vegan diet and the control diet,
respectively. We wish to test the hypotheses Hy: pty — > < 1 v. Hy: jty = > > 1. The relevant test statistic is

- Lol . 1.33, with estimated df = 60 using the formula. Rounding to 7 = 1.3, Table A.8 gives a

one-sided P-value of .098 (a computer will give the more accurate P-value of .094).

Since our P-value > & = .05, we fail to reject Hy at the 5% level. We do not have statistically significant
evidence that the true average weight loss for the vegan diet exceeds the true average weight loss for the
control diet by more than 1 kg.

There are two changes that must be made to the procedure we currently use. First, the equation used to

it xX-y)-A y : :
compute the value of the r test statistic is: /= uﬁ- where s, is defined as in Exercise 34. Second,
1
S —
NXm n

the degrees of freedom = m + n — 2. Assuming equal variances in the situation from Exercise 33, we

calculate 5, as follows: s, = J[%](Zf)) + [%)( 2‘5}: =2.544 . The value of the test statistic is,

(328-40.5)-(-5) _

2 544\/

021 = .01, we fail to re}ect H,.

then,t = -2.24 =-2.2 with df = 16, and the P-value is P(T <-2.2) = .021. Since
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Chapter 9: Inferences Based on Two Samples

Section 9.3

37.
a. This exercise calls for paired analysis. First, compute the difference between indoor and outdoor
concentrations of hexavalent chromium for each of the 33 houses. These 33 differences are

summarized as follows: n =33, d =-.4239, s, =.3868, where d = (indoor value — outdoor value).
Then ¢, =2.037,, and a 95% confidence interval for the population mean difference between indoor

and outdoor concentration is —.4239 & (2.03?)(%) =-4239+.13715=(~.5611,—.2868). We can

J33

be highly confident, at the 95% confidence level, that the true average concentration of hexavalent
chromium outdoors exceeds the true average concentration indoors by between .2868 and .5611
nanograms/m’.

b. A 95% prediction interval for the difference in concentration for the 34" house is

d £y (spI+1)=-4239+ (2.037)(:3868,/1+ %) =(~1.224,.3758) . This prediction interval

means that the indoor concentration may exceed the outdoor concentration by as much as .3758
nanograms/m’ and that the outdoor concentration may exceed the indoor concentration by a much as
1.224 nanograms/ms, for the 34™ house. Clearly, this is a wide prediction interval, largely because of
the amount of variation in the differences.

39.
a. The accompanying normal probability plot shows that the differences are consistent with a normal
population distribution.

Probability Plot of Differences
Nemal

Percent
EESR

T T T
500 -250 o 50 500 750

gofieg d-0 1672-0
b. We want to test Hy: up = 0 versus H,: up # 0. The test statistic 1s ¢ = = =2.74 , and
e G s, /Nn 228/+14

the two-tailed P-value is given by 2[P(T> 2.74)] = 2[P(T > 2.7)] = 2[.009] = .018. Since .018 <.05,
we reject Hy. There is evidence to support the claim that the true average difference between intake
values measured by the two methods is not 0.
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Chapter 9: Inferences Based on Two Samples

41.
a. Let up denote the true mean change in total cholesterol under the aripiprazole regimen. A 95% CI for

4ip, using the “large-sample” method, is @ +z,,, ~2 =3.75+1.96(3.878) = (-3.85, 11.35).

Jn

b. Now let up denote the true mean change in total cholesterol under the quetiapine regimen. The
hypotheses are Hy: 1 = 0 versus H,: up > 0. Assuming the distribution of cholesterol changes under
this regimen is normal, we may apply a paired / test:

d-A, 9.05-0
= =
s,/\n 4256

Our conclusion depends on our significance level, At the a = .05 level, there is evidence that the true
mean change in total cholesterol under the quetiapine regimen is positive (i.e., there’s been an
increase); however, we do not have sufficient evidence to draw that conclusion at the & = .01 level.

=2.126= P-value = P(T35 > 2.126) = P(T3s = 2.1) = .02.

Sp

¢. Using the “large-sample” procedure again, the 95% CI is d +1.96 = d +1.96SE(d) . If this equals

S

(7.38, 9.69), then midpoint = & = 8.535 and width = 2(1.96 SE(d )) = 9.69 ~7.38 =231 =

A28
SE(@d)=7196)

method): d +2.576SE(d)=8.535 +2.576(.59) = 8.535+1.52=(7.02, 10.06).

= .59. Now, use these values to construct a 99% CI (again, using a “large-sample” z

43.
a. Although there is a “jump” in the middle of the Normal Probability plot, the data follow a reasonably
straight path, so there is no strong reason for doubting the normality of the population of differences.

b. A 95% lower confidence bound for the population mean difference is:

d -r_m[‘—d] =-38.60—(1.761 )[Lm] = -38.60-10.54 =—49.14 . We are 95% confident that the

Jn Jis

true mean difference between age at onset of Cushing’s disease symptoms and age at diagnosis is
greater than -49.14.

¢. A 95% upper confidence bound for the population mean difference is 38.60 + 10.54 = 49.14.

45,
a. Yes, it’s quite plausible that the population distribution of differences is normal, since the
accompanying normal probability plot of the differences is quite linear.

Probability Plot of diff
Mol

Percent
]

+ T r T T
100 ] 100 200 300
dilf
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c.

Chapter 9: Inferences Based on Two Samples

No. Since the data is paired, the sample means and standard deviations are not useful summaries for
inference. Those statistics would only be useful if we were analyzing two independent samples of data.
(We could deduce & by subtracting the sample means, but there’s no way we could deduce s, from the
separate sample standard deviations.)

The hypotheses corresponding to an upper-tailed test are Hy: up = 0 versus H,: up > 0. From the data

{ ; R I R : ;
provided, the paired ¢ test statistic is 1 = L= = 3.66. The corresponding P-value is
: sy/\n 874115

P(T4 > 3.66) = P(Ty4 > 3.7) = .001. While the P-value stated in the article is inaccurate, the conclusion
remains the same: we have strong evidence to suggest that the mean difference in ER velocity and IR
velocity is positive. Since the measurements were negative (e.g. —130.6 deg/sec and —98.9 deg/sec),
this actually means that the magnitude of IR velocity is significantly higher, on average, than the
magnitude of ER velocity, as the authors of the article concluded.

47, From the data, n = 12, d =—0.73,sp=281.

Let up = the true mean difference in strength between curing under moist conditions and laboratory

drying conditions. A 95% CI for sp is d % toasisp/Aln =—0.73+2.201(2.81)/+/10 =
(~2.52 MPa, 1.05 MPa). In particular, this interval estimate includes the value zero, suggesting that
true mean strength is not significantly different under these two conditions.

Since n = 12, we must check that the differences are plausibly from a normal population. The normal
probability plot below strongly substantiates that condition.

Normal Probability Plot of Differences
Normal

3

Percent

Nysue3ys 8y
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Chapter 9: Inferences Based on Two Samples

Section 9.4
49, Let p; denote the true proportion of correct responses to the first question; define p, similarly. The
hypotheses of interest are Hy: p; — p, = 0 versus H,: p; — p, > 0. Summary statistics are n; =n; = 200,
= % =82, p,= % = .70, and the pooled proportion is p = .76. Since the sample sizes are large, we
may apply the two-proportion z test procedure.
The calculated test statistic is z = Ba=7)—0 =281, and the P-value is P(Z = 2.81) = .0025.
J(76)(24) [ 35 + 5]

Since .0025 < .05, we reject H, at the & = .05 level and conclude that, indeed, the true proportion of correct
answers to the context-free question is higher than the proportion of right answers to the contextual one.

51. Let p; = the true proportion of patients that will experience erectile dysfunction when given no counseling,
and define p, similarly for patients receiving counseling about this possible side effect. The hypotheses of
interest are Hy: p; — p2 = 0 versus H: p; —p, < 0.
The actual data are 8 out of 52 for the first group and 24 out of 55 for the second group, for a pooled

24 : & 1 s 153-, =
gt =.299. The two-proportion z test statistic 1s (153 436) 20 =-3.20, and

52455 J(299)(.T0D[%+7%

the P-value is P(Z < —3.20) = .0007. Since .0007 < .05, we reject H, and conclude that a higher proportion
of men will experience erectile dysfunction if told that it's a possible side effect of the BPH treatment, than
if they weren’t told of this potential side effect.

proportion of p =

53.
a. Letp, and p, denote the true incidence rates of GI problems for the olestra and control groups,
respectively. We wish to test Hy: p, -y, = 0 v. H,: p) — p, # 0. The pooled proportion is
) .176)+563(.1 » e
p= 32X kel i .1667, from which the relevant test statistic is z =
529+ 563
Mo—158 =().78. The two-sided P-value is 2P(Z > 0.78) = 433 > a = .05,
,J(.l45.15?)(.8333){529"i +5637]
hence we fail to reject the null hypothesis. The data do not suggest a statistically significant difference
between the incidence rates of GI problems between the two groups.
1.964/(.35)(1.65) /2 +1.28,/(.15)(.85) + (.2)(.8 :
b. nz[ R0 :f( X8+ (-2 ))2 =1210.39, so a common sample size of m =n =
(.05)°
1211 would be required.
55.
a. A 95% large sample confidence interval formula for In(#) is ln{é)j: 2. “2 427 F | Takingthe
mx ny

antilogs of the upper and lower bounds gives the confidence interval for @itself.
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Chapter 9: Inferences Based on Two Samples

b. 6= l_’L‘:;'] =1.818, ln[é) =.598 , and the standard deviation is
”,03'?-

:

10845 10933 ___ 1213, s0 the CI for In(8) is 598+1.96(.1213)=(.360,.836) . |
(11,034)(189) (11,037)(104) : .

Then taking the antilogs of the two bounds gives the CI for #to be (1.43, 2.31). We are 95% confident

that people who do not take the aspirin treatment are between 1.43 and 2.31 times more likely to suffer

a heart attack than those who do. This suggests aspirin therapy may be effective in reducing the risk of

a heart attack.

1

57. B = 1‘1;7 =550, P, =§~;—=.690 , and the 95% CI is (.550~.690)%1.96(.106) = —.14+.21=(-.35,07).

Section 9.5

59.
a. From Table A9, column 5, row 8, F, s, =3.69.
b. From column 8, row 5, F,,;=4.82.
I
c. EQS.S,S S S—————— 20? .
Fos4,5
d. Foggs=——=271
05,58
e.  Fop002=430
1 1
£ Fogyga=gsrmer—=rdld
Foipgpo 471
B Ftﬂs‘(,‘q_:ﬁ‘lﬁ,so P(F£616):95-
h. Since Fogy95 = # =.177, P(177< F <4.74)= P(F < 4.74)- P(F <.177) =95~ 01=.94.
e d )
61. Wetest H,:0" =0’ v. H,:0? # 0. . The calculated test statistic is f =(44—4): =.384 . To use Table
A.9, take the reciprocal: 1/f=2.61. With numerator df =m— 1 = 5— 1 =4 and denominator df =n 1=
10 — 1 = 9 after taking the reciprocal, Table A.9 indicates the one-tailed probability is slightly more than
.10, and so the two-sided P-value is slightly more than 2(.10) = .20.
Since .20 > .10, we do not reject H, at the a = .1 level and conclude that there is no significant difference
between the two standard deviations.
63. Let o} = variance in weight gain for low-dose treatment, and o, = variance in weight gain for control
condition. We wishto test H,:0] =03 v. H,:0] > o, . The test statistic is f = i'; = ;: = 2.85. From
w3

Table A.9 with df = (19, 22) = (20, 22), the P-value is approximately .01, and we reject H, at level .05. The
data do suggest that there is more variability in the low-dose weight gains.

129

© 2016 Cengage Leamning. All Rights Reserved. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part.

Telegram: @uni_k



https://t.me/uni_k

Telegram: @uni_k

T

i

Chapter 9: Inferences Based on Two Samples

¥, 52 /ot 3 S L ;
65. o SI3 : L<SF, . HJ= 1-a . The set of inequalities inside the parentheses is clearly
; SoB ans e 00 o E pga, 3% 1 o
equivalent to ———2xat < 2 2 eRuial  Substituting the sample values s; and s, yields the

! O, S
confidence interval for E% . and taking the square root of each endpoint yields the confidence interval for
o,

22 Withm=n =4, we need Fy,,=928 and Fy,,= %28 =.108. Then with s, =.160 and s, = .074,
o, J

the CI for 22 is (.023, 1.99), and for 22 is (.15, 1.41),

1 CI']

Supplementary Exercises

67. Wetest Hy:py —p, =0 v. H,t jy — pp # 0. The test statistic is

Z_T)-A %
(F 7) s ULt (L = L 2 =3.22 . The approximate df is

[= = _—
Jsf 5 277 417 241 15524

—_— —_—
m n 10 10
(241)° ‘ T
v= : — =15.6, which we round down to 15. The P-value for a two-tailed test is
(729) , (168.1)°
9 9

approximately 2P(T > 3.22) = 2( .003) = .006. This small of a P-value gives strong support for the
alternative hypothesis, The data indicates a significant difference. Due to the small sample sizes (10 each).
we are assuming here that compression strengths for both fixed and floating test platens are normally
distributed. And, as always, we are assuming the data were randomly sampled from their respective

populations.
69. Let p, = true proportion of returned questionnaires that included no incentive; p, = true proportion of
returned questionnaires that included an incentive. The hypothesesare H,: p,—p,=0v. H,:p,-p,<0.
The test statistic is z = ——ElL :
VPi(3+1)
=i 66

= 110 =.682and p, e .673; at this point, you might notice that since p, > p,, the numerator of the

z statistic will be > 0, and since we have a lower tailed test, the P-value will be >.5. We fail to reject Hy.
This data does not suggest that including an incentive increases the likelihood of a response.
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Chapter 9: Inferences Based on Two Samples

1. The center of any confidence interval for g, — u, is always X, —X,,50 ¥, =X, = i i

1691.9-(-473.3)

=609.3.

Furthermore, half of the width of this interval is =1082.6. Equating this value to the

s 51 _ 10826

expression on the right of the 95% confidence interval formula, we find ~ =552.35,

non
For a 90% interval, the associated z value is 1.645, so the 90% confidence interval is then
609.3+ (1.645](552.35] =609.3+908.6 = [—299.3, 1517.9).

73. Let 1, and /1, denote the true mean zinc mass for Duracell and Energizer batteries, respectively. We want to
test the hypotheses Hy: pt; — 2 = 0 versus H,: u; — 2 # 0. Assuming that both zinc mass distributions are

®-F)-A, _(138.52-149.0N-0_ o

Js_,’ g J(?.?ﬁ)* L (1.52)
m n 15 20

The textbook’s formula for df gives v = 14. The P-value is P(T;4 <-5.19) = 0. Hence, we strongly reject fy

and we conclude the mean zinc mass content for Duracell and Energizer batteries are not the same (they do

differ).

normal, we'll use a two-sample f test; the test statistic isf =

% Since we can assume that the distributions from which the samples were taken are normal, we use the two-
sample ¢ test. Let u) denote the true mean headability rating for aluminum killed steel specimens and 1,
denote the true mean headability rating for silicon killed steel. Then the hypotheses are H, : g —u, =0 V.

—.66 . —66
J03888+.047203 /086083
(.086083)"

(.03888)° % (.047203)"

29 29
which is less than the specified significance level, so we would reject Hy. The data supports the article’s
authors’ claim.,

H, :u —pu, #0. The test statistic is = =-2.25 . The approximate

=575\ 57. The two-tailed P-value = 2(.014) =.028,

degrees of freedom are v =

i 8
a. The relevant hypotheses are H,: g —p, =0 v. H, 1, = p, #0. Assuming both populations have

normal distributions, the two-sample # test is appropriate. m=11, ¥=98.1, 5, = 14.2, n=15,
=31.1 -31.1

¥=129.2,5,=39.1. The test statistic is 1= = =-2.84. The
J18.3309+101.9207  /120.252
20.252)°
approximate degrees of freedom v = @ 3 ) +=18.64 ;18 . From Table A.8, the
(183309)° _(101.9207)
10 14

two-tailed P-value = 2(.006) = .012. No, obviously the results are different.

b. For the hypotheses H, : y, — p, ==25 v. H, : j4y — 1, <—25, the test statistic changes to
i -31.1-(-25)
V120.252

than any sensible choice of &, we fail to reject Hy. There is insufficient evidence that the true average
strength for males exceeds that for females by more than 25 N.

=—.556 . With df = 18, the P-value = P(T < -.6) = .278. Since the P-value is greater

131

© 2016 Cengage Leaming. All Rights Reserved. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part.

Telegram: @uni_k


https://t.me/uni_k

Telegram: @uni_k

79,

81.

83.

Chapter 9: Inferences Based on Two Samples

To begin, we must find the % difference for each of the 10 meals! For the first meal, the % difference is

—3 2-180
me&%ur::;i dqtated = 21 =0 =.1778, or 17.78%. The other nine percentage differences are 45%,
state

21.58%, 33.04%, 5.5%, 16.49%, 15.2%, 10.42%, 81.25%, and 26.67%.

We wish to test the hypotheses Hy: = 0 versus H,: u # 0, where u denotes the true average percent
difference for all supermarket convenience meals. A normal probability plot of these 10 values shows some
noticeable deviation from linearity, so a #-test is actually of questionable validity here, but we’ll proceed
just to illustrate the method.

For this sample, n = 10, ¥ =27.29%, and s = 22.12%, for a ¢ statistic of ¢ = sl 3.90.

22.12/10
Atdf =n—1=09, the P-value is 2P(Ty = 3.90) = 2(.002) = .004, Since this is smaller than any reasonable
significance level, we reject Hy and conclude that the true average percent difference between meals’ stated
energy values and their measured values is non-zero.

The normal probability plot below indicates the data for good visibility does not come from a normal
distribution. Thus, a #-test is not appropriate for this small a sample size. (The plot for poor visibility isn’7
as bad.) That is, a pooled ¢ test should not be used here, nor should an “unpooled” two-sample f test be used
(since it relies on the same normality assumption).

Percent

¢ ® WHawwIE ¥4

We wish to test Hy: 1y = p, versus Hy: y, # p,
Unpooled:
With Hy: gy —py =0 v. Hy: gy — p, # 0, we will reject Hy if p—value < et .
(L s1s2f
v=-It 127 =1595{ 15, and the test statistic ¢ =
(2 bz
14 +

52°
12

848-936  —.88

79 . 150 4869
St

=—1.81 leads to a P-

value of about 2P(7s > 1.8) =2(.046) = .092.
Pooled:
The degrees of freedom arev =m+n—-2=14+12—-2 =24 and the pooled variance

SI3Y i1 ; ¥ e e
is (EJUQ) +(§](l 52)* =1.3970,50 5, =1.181. The test statistic is
—.88 —.B8 ,
= ~=1.89. The P-value = 2P(T, > 1.9 )=2(.035) = .070.
1181 L+ L 465

l=
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Chapter 9: Inferences Based on Two Samples

With the pooled method, there are more degrees of freedom, and the P-value is smaller than with the
unpooled method. That is, if we are willing to assume equal variances (which might or might not be valid
here), the pooled test is more capable of detecting a significant difference between the sample means.

85.
900 40[)

a. With n denoting the second sample size, the first is m = 3n. We then wish 20 = 2(2.58),|—
n

which yields n =47, m = 141.

b. We wish to find the n which minimizes 2z,,, 4{?{?0 -— wobi , or equivalently, the n which minimizes
n
% + .. . Taking the derivative with respect to n and equating to 0 yields
-n n

900(400~n)" =400n™ =0, whence 9n’ = 4(400-n)’, or 5n* +3200n—640,000=0 . The solution
is n = 160, and thus m = 400 — n = 240.

87. We want to test the hypothesis Hy: g < 1.5 v. Hy: 1y > 1.5 — or, using the hint, Hy: <0 v. Hy: 6> 0,

! 2 52
Our point estimate of @ is 6= X] —-1. SXZ whose estimated standard error equals 3(6‘) = s—+(1 5) —2
n ny

o} ol
using the fact that V(G} =—+(l. 5)2 . Plug in the values provided to get a test statistic ¢ =
ny s

22.63-1.5(14.15)-0
V2.8975

and .20 > .05, we fail to reject H, at the 5% significance level. The data does not suggest that the average
tip after an introduction is more than 50% greater than the average tip without introduction.

~(.83. A conservative df estimate here is v= 50— 1 =49, Since P(T > 0.83) = .20

89, A, =0, 0,=0,=10,d= LM ﬁ:t‘b[l MS——\/—_—J giving = 9015, .8264,

Jn 14.142
.0294, and 0000 for n = 25, 100, 2500, and 10,000 respectively. If the u;s referred to true average 1Qs
resulting from two different conditions, 4 — g, =1 would have little practical significance, yet very large
sample sizes would yield statistical significance in this situation.

91. H,: p,= p, will be rejected at level a in favorof H, : p, > p, if 22z, With P =4e=.10and

s 0332
== 0668, j=.0834 and z=
Py =2 B £ 0079

=4.2 , so Hy is rejected at any reasonable a level. It appears

that a response is more likely for a white name than for a black name.
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Chapter 9: Inferences Based on Two Samples

93.
a. Let 4 and u, denote the true average weights for operations 1 and 2, respectively. The relevant

hypotheses are H,:u, —p, =0 v. H, :y — 1, #0. The value of the test statistic is

_ (1402.24-1419.63) -17.39 e
J(,gmf (9.96) V4011363+330672 /7.318083
— 4

30 30

(7.318083)°

(4011363)° (3.30672)

29 29
.05. The data indicates that there is a significant difference between the true mean weights of the
packages for the two operations.

Atdf= v=

==57.5" 57, 2P(T<-6.43) = 0, so we can reject Hy at level

b. Hy: u, = 1400 will be tested against H,: 1, > 1400 using a one-sample ¢ test with test statistic

x-14 ) ot
pul ;JEO . With degrees of freedom = 29, we reject H; if 1 > 1520 = 1.699. The test statistic value
s /\m

1402.24—-1400 224 :
t= = =1.1. Because 1.1 < 1.699, H, is not rejected. True average weight does
1097/30  2.00 ; ) i

not appear to exceed 1400.

95. A large-sample confidence interval for A, - 1, is (ﬁ:] —j,z ):tzm,”/£+'l—2 , or (I—},‘-izau#iv—v :
m n m n

With X = 1.616 and ¥ = 2.557, the 95% confidence interval for 4, — A is —.94 + 1.96(.177) = —94 + 35 =
(~1.29, -.59).
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CHAPTER 10

Section 10.1

MSTr _2673.3 _ 2
MSE 10942
(5)(3) = 15. From Table A.9, F,,,,=3.06 and F,,, = 2.36 ; since our computed value of 2.44 is
between those values, it can be said that .05 < P-value < .10. Therefore, Hj is not rejected at the a = .05
level. The data do not provide statistically significant evidence of a difference in the mean tensile strengths
of the different types of copper wires.

1. The computed value of Fis [ = 44 . Degrees of freedomare / — 1 =4 and I(/ - 1) =

3. With = true average lumen output for brand i bulbs, we wish to test H,: g = g, = p; v. H,: at least two
u/’s are different. MSTr = 6 *——%1'—2 =295.60, MSE =4, :512?13—'3 =227.30, so
MST :
_MSTr_29560 _, .,

T MSE 22730
For finding the P-value, we need degrees of freedom /—1=2and I (J-1) = 21. In the 2™ row and 21*
column of Table A.9, we see that 1.30< F,,,,, =2.57, so the P-value > .10. Since .10 is not <.05, we

cannot reject H,. There are no statistically significant differences in the average lumen outputs among the
three brands of bulbs.

5. 4, = true mean modulus of elasticity for grade i (i =1, 2, 3). We test H : g, =y, = iy vs. Hy: at least two
ui’s are different. Grand mean = 1.5367,

MSTr=%l:(].63— 1.5367)" +(1.56 ~1.5367)" +(1.42 —1.5367)2] =.1143,

MSTr .1143

l 2 2 2
MSE = [ (27)" +(.24)" +(.26)' | =.0660, f = 2173, Atdf=(2,27), 173 <251 = th
S[(27)) +(24)" +(26)" | =.0660, f= o= 2,27) = the

P-value is more than .10. Hence, we fail to reject Hy. The three grades do not appear to differ significantly.

7. Let y; denote the true mean electrical resistivity for the ith mixture (i = 1, ..., 6).
The hypotheses are Hy: jt; = ... = ptg versus H,: at least two of the y;'s are different.
There are / = 6 different mixtures and J = 26 measurements for each mixture. That information provides the
df values in the table, Working backwards, SSE = I(J — 1)MSE = 2089.350; SSTr = SST ~ SSE = 3575.065;
MSTr = SSTr/(I - 1)=715.013; and, finally, f= MSTt/MSE = 51.3.

Source df SS MS i
Treatments 5 3575.065 715.013 513
Error 150 2089.350 13.929

Total 155 5664.415

The P-value is P(Fs, 50> 51.3) = 0, and so H; will be rejected at any reasonable significance level. There is
strong evidence that true mean electrical resistivity is not the same for all 6 mixtures.
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9. The summary quantities are x, =34.3, x, =39.6, x, =33.0, x, =41.9, x =148.8, }.".ij =0946.68, so

(148.8) (34.3)" +...+(41.9)°

=022.56, SST =946.68 -922.56 =24.12, SS8Tr= —-922.56 =8.98,

SSE=24.12-898=15.14.

Source df SS MS F
Treatments 3 8.98 2.99 3.95
Error 20 15.14 157

Total 23 24.12

Since 3.10=F,,, <3.95<4.94=F ,, ,.01 <P-value <.05, and H is rejected at level .05.

Section 10.2

11. Qussis =437, w=4.37, ’27—42—% =36.09 . The brands seem to divide into two groups: 1, 3, and 4; and 2
and 5; with no significant differences within each group but all between group differences are significant.
3 1 4 2 5
437.5 462.0 469.3 512.8 532.1
13. Brand 1 does not differ significantly from 3 or 4, 2 does not differ significantly from 4 or 5, 3 does not

differ significantly from1, 4 does not differ significantly from 1 or 2, 5 does not differ significantly from 2,
but all other differences (e.g., 1 with 2 and 5, 2 with 3, etc.) do appear to be significant.
3 I 4 2 5
427.5 462.0 469.3 502.8 532.1

15. In Exercise 10.7, I = 6 and J = 26, so the critical value is Q.0s6.150 = Q056,120 = 4.10, and MSE = 13.929. So,
w= 4,10, I% = 3.00. So, sample means less than 3.00 apart will belong to the same underscored set.

Three distinct groups emerge: the first mixture (in the above order), then mixtures 2-4, and finally mixtures
5-6.

14.18 17.94 18.00 18.00 25.74 27.67

17. 0 =Xc,, where ¢, =c, =.5 and ¢, =-1,s0 @ = .5%, +.5%, —%, =-.527 and Z¢’ =1.50. With
{2s 27 = 2.052 and MSE = .0660, the desired CI is (from (10.5))

/.0660 1.50
-.527+(2.052) (—I)O(—l =-.527 +.204 = (-.731,-.323).
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Chapter 10: The Analysis of Variance

140 1680
SSE/12 SSE

19. MSTr = 140, error df = 12, 50 f = and F,,, =3.89.

W= O J MfE . 3.77\] SGSOE - 4867VSSE , Thus we wish ]S—?g >3.89 (significant /) and

4867+SSE > 10 (=20 — 10, the difference between the extreme X, s, so no significant differences are
identified). These become 431.88 > SSE and SSE > 422.16, so SSE = 425 will work.

21.
a. The hypotheses are Hy: y; = ... = g v. H,: at least two of the y’s are different. Grand mean = 222.167,
MSTr = 38,015.1333, MSE = 1,681.8333, and /= 22.6.
At df = (5, 78) = (5, 60), 22.6 > 4.76 = P-value < .001. Hence, we reject H,. The data indicate there is
a dependence on injection regimen.

b. Assume !, ~2.645.
MSE(Zc)

i) Confidence interval for u —+( s, + gty + g + My + ) © ZEX 1,01, v

1,681.8333(1.
. —6?.41(2.645)JL8T(1) ~ (-99.16,-35.64).

ii) Confidence interval for & (s, + i + phy + jts ) = 4 :

1,681.8333(1.25)

=61.751(2.645) -

=(29.34,94.16)

Section 10.3

23. Ji=5,=4,/=4J,=5 % =5828, X, =5540, x, =50.85, X, =45.50, MSE = 8.89.

” MSE [l 88911 1
With W, = e R e R e
1 if Q.ns.4.|4 J 2 [J‘ Jj] \; 5 [JI +J'J,]

X, -, W, =(2.88)£(5.81); %, - X, £ W, =(7.43)£(5.81) *; %.-%, W, =(12.78) £ (5.48)*;
X, X, £ W, = (4.55)£(6.13); %, ~ X, £, =(9.90) £(5.81) ; X, -X, £, =(5.35)+(5.81).

A * indicates an interval that doesn’t include zero, corresponding to 4’ that are judged significantly
different. This underscoring pattern does not have a very straightforward interpretation.

4 3 2 1

25.
a. The distributions of the polyunsaturated fat percentages for each of the four regimens must be normal
with equal variances.

b. We haveall the X5, and we need the grand mean:
8(43.0)+13(42.4)+17(43.1)+14(43.5)  2236.9
52 T

=43.017;
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Chapter 10: The Analysis of Variance

SSTr=Y J, (%, - % )’ =8(43.0-43.017)" +13(42.4-43017)

8.334 —2778

+17(43.1-43.017) +13(43.5-43.017)° =8.334 and MSTr =

SSE=Y (v, —1)s* =7(1.5) +12(1.3)" +16(1.2)" +13(1.2)" =77.79 and MSE = % =1.621. Then
. _MSTr 2778 . ..,
MSE  1.621

Since 1.714 < F 13 59 =2.20, we can say that the P-value is>.10. We do not reject the null

hypothesis at significance level .10 (or any smaller), so we conclude that the data suggests no
difference in the percentages for the different regimens.

Let u; = true average folacin content for specimens of brand i. The hypotheses to be tested are
Hy:p =, = py = p, vs. Hy: atleast two of the g;’s are different . £Xx; =1246.88 and

X = (o84} =1181.61, so SST = 65.27; E‘:‘-‘- = (57'9)- + 943) + (38'1)2 + (34'9J2 =1205.10, so
B J, 7 5 6 6
SSTr=1205.10—1181.61=23.49 .

Source df SS MS F

Treatments 3 23.49 7.83 .75

Error 20 41.78 2.09

Total 23 65.27

With numerator df = 3 and denominator df = 20, Fi,,,, =3.10<3.75 < F,, ,, =4.94, so the P-value

is between .01 and .05. We reject H, at the .05 level: at least one of the pairs of brands of green tea has
different average folacin content.

With ¥, =8.27, 7.50, 6.35, and 5.82 fori = 1, 2, 3, 4, we calculate the residuals x, ~x, forall

observations. A normal probability plot appears below and indicates that the distribution of residuals
could be normal, so the normality assumption is plausible. The sample standard deviations are 1.463,
1.681, 1.060, and 1.551, so the equal variance assumption is plausible (since the largest sd is less than
twice the smallest sd).

Normal Probability Plot for ANOVA Residuals

= .
2 o -
L]
1 - .."
g -
@ 0 — .
.'
-
LEar -
"L
-
2 — pi LI
T T 1
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Chapter 10: The Analysis of Variance

€ Oy =396 and W, =3.96 &(}L + JL] , so the Modified Tukey intervals are:

i !

Pair Interval Pair Interval |

1,2 J1x2.37 2.3 1.15+2.45a

1,3 1.92+2.25 24 1.68+2.45 |
1,4 245+225%* 34 531234 :

Only Brands 1 and 4 are significantly different from each other.

29.  E(SSTr)=E(2J, X} -nX? ) =2 E(X})-nE(X?)

=5 [ (%) (B(E) J-n[ (R )+ (e()) | =22 [7,,”_[2&”
=Ilo* +%),(u+a) -0’ -%[Ur(-"*ﬂf.)]z =(f~1)gz+U‘_ﬂ1+2mﬂ'+mﬁf_%[n‘uw]z

=(I-1)o’ +g'n+2p0+ 2/ af - ng? =(I1-1)o* + %/, , from which E(MSTr) is obtained through
division by (/- 1).

31. With o = 1 (any other o would yield the same¢), &, =-1, &, =a,=0, a, =1,

% 1(5(-1)’ +4(0) +4(0)" +5(1)")

4

¢ =25, $=1.58, v, =3, v, =14, and power = .65.

3. g(x)= x(l —5] =nu(1-u) where u = =W h(x) = I[uf(l —u)]_m du . From a table of integrals, this
n n

gives h(x)=arcsin [JE ) =aresin [Jg J as the appropriate transformation.
n
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Chapter 10: The Analysis of Variance

Supplementary Exercises

38,

a. The hypotheses are H, : g, = i1, = g, = p1, v. H,: at least two of the z’s are different. The calculated

test statistic is /= 3.68. Since F 5320 =3.10 < 3.68 < Fy; 320 = 4.94, the P-value is between .01 and
.05. Thus, we fail to reject Hy at a=.01. At the 1% level, the means do not appear to differ
significantly.

b. We reject H; when the P-value < a. Since .029 is not < .01, we still fail to reject H,.

37. Let y; = true average amount of motor vibration for each of five bearing brands. Then the hypotheses are
H,:u =..= u; vs. H,: at least two of the y;’s are different. The ANOV A table follows:
Source df SS MS F
Treatments 4 30.855 7.714 8.44
Error 25 22.838 0.914
Total 29 53.694

8.44 > F g1 425 = 6.49, so P-value < .001 < .05, so we reject Hy. At least two of the means differ from one
another. The Tukey multiple comparisons are appropriate. Q, , ,. =4.15 from Minitab output; or, using

Table A.10, we can approximate with Q. =4.17. W, =4.15J914/6 =1.620.

Pair X, —X;, Pair X, =X

1,2 -2.267* 24 1.217
I3 0.016 Z5 2.867*
1,4 -1.050 34 -1.066
1,5 0.600 3,5 0.584
23 2.283* 45 1.650*

*Indicates significant pairs.

5 3 1 4 2

263+2.134241+2.49
4

c? = (1) +(-25)" +(-.25)" +(-.25)" +(-25)" =1.25, so a 95% confidence interval for @ is
(.108)(1.25)
6

39.  6=258- =.165, 145425 = 2.060, MSE =108, and

.165+2.060 =.165+.309 =(-.144,.474). This interval does include zero, so 0 is a plausible

value for 6.

41. This is a random effects situation. H,: o’ =0 states that variation in laboratories doesn’t contribute to
variation in percentage. SST =86,078.9897 — 86,077.2224 = 1.7673, SSTr = 1.0559, and SSE = .7114.

Atdf=(3,8),2.92 <3.96 <4.07 = .05 < P-value < .10, so H, cannot be rejected at level .05. Variation in
laboratories does not appear to be present.
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Chapter 10: The Analysis of Variance

43. \@—l)(MSE](FM‘,_M_,)=J(_2}(2.39)(3.63)=4.166. For g, - i, 1= 1,¢,=—1, and c3 =0, 50

3 2
Zj_f = [—+—=.570. Similarly, for g —u;, ,ij—‘ =1/%+% =.540; for 4, ~ 4,

ﬁ

1

2 2 2 2 :
c &) g 8 (-l)

- = +— =606, and for .54, +.54, = iy, = [ T —— = 408,
ZJ‘ i \JZJ, T

ﬁ
o —

Interval

Contrast Estimate
M 25.59-2692 =-1.33
M= M 25.59-28.17 =-2.58
1y =l 26.92 -28.17 =-1.25
Sp + 5 - -1.92

The contrast between x4, and 4, , since the calculated interval is the only one that does not contain 0.

45, Y - c()n’,.j —f,] and }_‘: ¥ c(f,._ - )?__). so each sum of squares involving ¥ will be the

corresponding sum of squares involving X multiplied by . Since F is a ratio of two sums of squares, ¢’
appears in both the numerator and denominator. So ¢? cancels, and F computed from Y;'s = F computed

from X;’s.
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CHAPTER 11

Section 11.1

L.
L0 s i OV SSA/(f-1 442.0/(4-1 !
a. The test statisticis f, = S = . iy 2 o, - 7.16. Compare this to the
MSE SSE/(I-1)(J=1) 123.4/(4=-1)3-=1)
F distribution with df = (4 -1, (4 - 1)(3-1)) =(3,6): 4.76 < 7.16 <9.78 = .01 < P-value < .05.In
particular, we reject H, at the .05 level and conclude that at least one of the factor A means is
different (equivalently, at least one of the a;’s is not zero).
L% : B/(J-1 4286 /(3 - I
b Skl e R A S L o A2s0 Y D _ 1042, Atdf= (2, 6),5.14 < 10.42 <1092
SSE/(I-1)(J-1) 1234/(4-D(3-1)
— 01 < P-value < .05. In particular, we reject Fyp at the .05 level and conclude that at least one of the
factor B means is different (equivalently, at least one of the f's is not zero).
3.
a. The entries of this ANOVA table were produced with software.
Source df SS MS F
Medium 1 0.053220 0.0532195 18.77
Current 3 0.179441 0.0598135 Z21.10
Error 3 0.008505 0.0028350
Total 7 0.241165

To test Hy: @y = a2 = 0 (no liquid medium effect), the test statistic is f = | 8.77: atdf = (1, 3), the P-
value is .023 from software (or between .01 and .05 from Table A.9). Hence, we reject Hy, and
conclude that medium (oil or water) affects mean material removal rate.

To test Hog: By = B> = Bz = B = 0 (no current effect), the test statistic is f = 21.10; at df = (3, 3), the P-
value is .016 from software (or between .01 and .05 from Table A.9). Hence, we reject Hyg and
conclude that working current affects mean material removal rate as well.

b. Using a .05 significance level, with /=4 and error df = 3 we require Q o543 = 6.825. Then, the metric
for significant differences is w = 6.825v/0.0028530/2 = 0.257. The means happen to increase with
current; sample means and the underscore scheme appear below.

Current: 10 15 20 25
X 0.201 0.324 0.462 0.602
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Chapter 11: Multifactor Analysis of Variance

5.
Source df SS MS F
Angle 3 58.16 19.3867 2.5565
Connector 4 246.97 61.7425 8.1419
Error 12 91.00 7.5833
Total 19 396.13

We’re interested in H, : @, = @, = @, = a, =0 versus H,: at least one a; # 0. f,=2.5565< Fy,,;, =595 =

P-value > .01, so we fail to reject Hy. The data fails to indicate any effect due to the angle of pull, at the .01

significance level.

7-
a. The entries of this ANOVA table were produced with software.
Source df SS MS F
Brand 2 22,8889 11.4444 8.96
Operator 2 27.5556 13.7778 10.78
Error 4 5.1111 1.2778
Total 8 55.5556
The calculated test statistic for the F-test on brand is f; = 8.96. Atdf = (2, 4), the P-value is .033 from
software (or between .01 and .05 from Table A.9). Hence, we reject Hy at the .05 level and conclude
that lathe brand has a statistically significant effect on the percent of acceptable product.

b. The block-effect test statistic is /= 10.78, which is quite large (a P-value of .024 at df = (2, 4)). So,
yes, including this operator blocking variable was a good idea, because there is significant variation
due to different operators. If we had not controlled for such variation, it might have affected the
analysis and conclusions.

9. The entries of this ANOVA table were produced with software.
Source df SS MS F
Treatment 3 81.1944 27.0648 22.36
Block 8 66.5000 8.3125 6.87
Error 24 29.0556 1.2106
Total 35 176.7500

At df = (3, 24), f=22.36 > 7.55 => P-value <.001. Therefore, we strongly reject Hy, and conclude that
there is an effect due to treatments. We follow up with Tukey’s procedure:

Qlusaz = 3.90; w= 3.90/1.2106/9 =1.43
1 4 3 2

8.56 9.22 10.78 12.44
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13.

Chapter 11: Multifactor Analysis of Variance

The residual, percentile pairs are (-0.1225, -1.73), (-0.0992, —1.15), (-0.0825, -0.81), (-0.0758, -0.55),
(~0.0750, -0.32), (0.0117,-0.10), (0.0283, 0.10), (0.0350, 0.32), (0.0642, 0.55), (0.0708, 0.81),
(0.0875, 1.15), (0.1575, 1.73).

Normal Probability Plot

=5 L
0.1 — |
- |
- L]
2
| 3
h= -
w 00—
]
- L
0.1 — .
. |
= — =
2 A 0 1 2
Z-percentile

The pattern is sufficiently linear, so normality is plausible.

b,

a.

b.

With ¥, =X, +d, ¥, =X, +d and ¥, =X, +d and ¥ = X +d, so all quantities inside the
parentheses in (11.5) remain unchanged when the Y quantities are substituted for the corresponding Xs
(e.g,. ¥ -Y =X, —X ,etc).

With ¥, =cX, , each sum of squares for ¥'is the corresponding SS for X multiplied by ¢*. However,

when F ratios are formed the ¢” factors cancel, so all F ratios computed from Y are identical to those
computed from X. If ¥, =cX, +d , the conclusions reached from using the ¥’s will be identical to

those reached using the X's.

2 ; 24° o ;
La; =24, 50 ¢° = (%][EJ =1.125, ¢=1.06,v, = 3, v, = 6, and from Figure 10.5, power = 2.

For the second alternative, ¢ =1.59, and power = 43.

¢’ =£§]Zﬁi =(%](%§]=].00, s0 #=1.00,v, =4, v,=12, and power = .3.
g’ A
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Chapter 11: Multifactor Analysis of Variance

Section 11.2

1 {75
a.
Source df SS MS F | P-value
Sand 2 705 3525 3.76 065
Fiber 2 1,278 639.0 6.82 016
Sand x Fiber 4 279 69.75 0.74 585
Error 9 843 93.67
Total 17 3,105
P-values were obtained from software; approximations can also be acquired using Table A.9. There
appears to be an effect due to carbon fiber addition, but not due to any other effect (interaction effect or
sand addition main effect).
b.
Source df SS MS F P-value
Sand 2 106.78 53.39 6.54 018
Fiber 2 87.11 43.56 5.33 030
Sand x Fiber - 8.89 222 0.27 889
Error 9 73.50 8.17
Total 17 276.28
There appears to be an effect due to both sand and carbon fiber addition to casting hardness, but no
interaction effect.
c.

Sand% 0 15 30 0 15 30 0 150 30
Fiber% 0 0 0. 025 0625°025~ 0.5 05 105
X 62 68 695 69 715 73 68 7158 74

The plot below indicates some effect due to sand and fiber addition with no significant interaction.
This agrees with the statistical analysis in part b.

Interaction Plot (data means) for Hardness
74+ & C!r:c[';
—— 0.25
724 > 0.50
70+
| &
68+
£
%_.
644
624
T Ll T
0 15 30
Sand
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19.
Source df 2
Farm Type 2 0.94
Tractor Maint. Method 5 9.07
Type x Method 10 3.18
Error 18
Total 35
For the interaction effect, £z = 3.18 at df = (10, 18) gives P-value = .016 from software. Hence, we do not
reject Hoqs at the .01 level (although just barely). This allows us to proceed to the main effects.
For the factor A main effect, f; = 0.94 at df = (2, 18) gives P-value = 41 from software. Hence, we clearly
fail to reject Hy, at the .01 level — there is not statistically significant effect due to type of farm.
Finally, fz = 9.07 at df = (5, 18) gives P-value < .0002 from software. Hence, we strongly reject Hyg at the
.01 level — there is a statistically significant effect due to tractor maintenance method.
2%, From the provided SS., SS4B = 64.954.70 — [22,94 1.80+22,765.53 + 15,253,5(}] =3993.87 . This allows us
to complete the ANOVA table below.
Source df SS F
A 2 22,941 .80 22.98
B 4 22,765.53 11.40
AB 8 3993.87 .49
Error 15 15,253.50
Total 29 64,954.70

fin = 49 is clearly not significant. Since 22.98 2 Fys 5 ¢ = 4.46, the P-value for factor A is <.05 and Hy, is
rejected. Since 11.40 > Fy 4 5 = 3.84, the P-value for factor B is < .05 and Hoy is also rejected. We

conclude that the different cement factors affect flexural strength differently and that batch variability
contributes to variation in flexural strength.

23. Summary quantities include x, =9410, x, =8835, x, =9234, x, =5432, x, =5684, x, =5619,
x, =5567,x, =5177 ,x =27,479, CF =16,779,898.69, Ex! =251,872,081, Zx) =151,180,459,

resulting in the accompanying ANOVA table.

Source df
A 2

B 4
AB 8
Error 30
Total 44

11,573.38
17,930.09
1734.17
4716.67
35,954.31

84— 26,70
sz 20,68
Msup —1.38

Since 1.38 < Fy 539 = 3.17 , the interaction P-value is > .01 and Hy cannot be rejected. We continue:
26.70 > Fy; 55 = 8.65 = factor A P-value < .01 and 20.68 > Fy;, ¢ = 7.01 = factor B P-value < .01, 50
both Hy, and Hys are rejected. Both capping material and the different batches affect compressive strength

of concrete cylinders.
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Chapter 11: Multifactor Analysis of Variance

~ ¢ o~ > 7 ] 4 !
25. With 0=a,-a;, 0=X; - X, = K:’}%(ng - Xk J ,and since i #i', X; and X, are independent
x 2 - i pas 2 2 20.1 . "
for every j, k. Thus, V(8)=V (X )+V|X, 29 42 2%  (because V(X, )=V(g ) and
( ) ( ' ) ( ' ] JK JK JK { ( r..) (":‘r..)
V(b‘”,, ] =o?)so c?f-} = ZTEE . The appropriate number of df is IJ(K — 1), so the Cl is
& =% )t 0 —-—ZTE‘E _ For the data of exercise 19, ¥, =8.192,x; = 8.395, MSE = .0170,

fopse =2.262,J =3, K =2, 50 the 95% C.L for a; — o is (8.182 — 8.395) i2.2621’£364—0 =-0.203 £0.170

= (-0.373, -0.033).

Section 11.3 I

27
a. The last column will be used in part b.

Source df SS MS F F.D!-,num df, den df
A 2 14,144.44 7072.22 61.06 3.35
B 2 5,511:217 2755.64 23.79 3.35
C 2 244,696.39 122.348.20 1056.24 3,99
AB 4 1,069.62 267.41 2.31 273
AC 4 62.67 15.67 .14 2.73
BC 4 331.67 §2.92 2 2.73
ABC 8 1,080.77 135.10 1.17 2.31

Error 27 3,127.50 115.83

Total 53 270,024.33

b. The computed F-statistics for all four interaction terms (2.31, .14, .72, 1.17) are less than the tabled
values for statistical significance at the level .05 (2.73 for AB/AC/BC, 2.31 for ABC). Hence, all four
P-values exceed .05. This indicates that none of the interactions are statistically significant.

¢. The computed F-statistics for all three main effects (61.06, 23.79, 1056.24) exceed the tabled value for
significance at level .05 (3.35 = Fg52.27)- Hence, all three P-values are less than .05 (in fact, all three
P-values are less than .001), which indicates that all three main effects are statistically significant.

d. Since Qs isnot tabled, use Q35 =3.53, w=3.53 é;;i) ~8.95. All three levels differ

significantly from each other.
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Chapter 11: Multifactor Analysis of Variance

29.
a.
Source df SS MS J i P-value
A 2 1043.27 521.64 110.69 <.001
B I 112148.10 112148.10 23798.01 <.001
C 2 3020.97 1510.49 320.53 <.001
AB 2 373.52 186.76 39.63 <.001
AC 4 392.71 98.18 20.83 <.001
BC 2 145.95 72.98 15.49 <.001
ABC 4 54.13 13.53 2.87 029
Error 72 339.30 471
Total 39 117517.95
P-values were obtained using software. At the .01 significance level, all main and two-way interaction
effects are statistically significant (in fact, extremely so), but the three-way interaction is not
statistically significant (.029 > .01).

b. The means provided allow us to construct an AB interaction plot and an AC interaction plot. Based on
the first plot, it’s actually surprising that the AB interaction effect is significant: the “bends” of the two
paths (B = 1, B = 2) are different but not that different. The AC interaction effect is more clear: the
effect of C = 1 on mean response decreases with A (= 1, 2, 3), while the pattern for C=2and C=13 is
very different (a sharp up-down-up trend).

Interiction Plot Inte raction Plot
Duatic Means Data Means
o TR i T gl r P
1304 i a __H""-x__ i g
1204 o ‘xm-‘""‘a—-_.___ -
104 n _\_‘-_\_‘___H—‘-'
.E o 5 L]
o S i
i e =l w04 m I
A A |
SN
a. The following ANOVA table was created with software.
Source df SS MS F P-value
A 2 124.60 62.30 485 .042
B 2 20.61 10.30 0.80 481
C 2 356.95 178.47 13.89 002
AB 4 57.49 14.37 i 412
AC B 61.39 15.35 1.19 383
BC b 11.06 2.76 0.22 923
Error 8 102.78 12.85
Total 26 734.87

b. The P-values for the AB, AC, and BC interaction effects are provided in the table. All of them are much
greater than .1, so none of the interaction terms are statistically significant.
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Chapter 11: Multifactor Analysis of Variance

¢. According to the P-values, the factor 4 and C main effects are statistically significant at the .05 level.
The factor B main effect is not statistically significant.

d. The paste thickness (factor C) means are 38.356, 35.183, and 29.560 for thickness .2, .3, and .4,
respectively. Applying Tukey’s method, Qgs3s=4.04 = w = 4.044/12.85/9 = 4.83.

Thickness: 4 3 2
Mean: 29.560 35.183 38.356
33. The various sums of squares yield the accompanying ANOVA table.

Source df SS MS F

A 6 67.32 11.02

B 6 51.06 8.51
G 6 5.43 91 61

Error 30 44.26 1.48

Total 48 168.07

We’re interested in factor C. At df = (6, 30), .61 < Fysg39 =242 P-value > .05. Thus, we fail to reject
Hye and conclude that heat treatment had no effect on aging.

3s. ,
1 2 3 4 5 |
|
: 4068 3004 4402 3214 3321 o} = 663091
X 29.19 3161 3731 40.16  41.82 22 = 6605.02 5;.
|
i 3659 3667 3603 3450 3630 Ix’ = 6489.92 i
x_=180.09 ,CF = 1297.30, Zx}, = 1358.60 I
Source df SS MS F i
A 4 28.89 722 10.71 N
B 4 23.71 5.93 8.79 |
C 4 0.63 0.16 0.23 N
Error 12 8.09 0.67 H
Total 24 61.30

F 45412 = 3.26, so the P-values for factor A and B effects are < .05 (10.71 > 3.26, 8.79 > 3.26), but the P-
value for the factor C effect is > .05 (0.23 < 3.26). Both factor A (plant) and B(leaf size) appear to affect
moisture content, but factor C (time of weighing) does not.
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Chapter 11: Multifactor Analysis of Variance

37. SST =(71)(93.621) = 6,647.091. Computing all other sums of squares and adding them up = 6,645.702.

Thus SSABCD = 6,647.091 — 6,645.702 = 1.389 and MSABCD = 1.389/4 = .347.

Source df MS F F 61,num df, den ar™
A 2 2207.329 2259.29 5.39
B | 47.255 48.37 7.56
& 2 491.783 503.36 5.39
D 1 044 .05 7.56
AB 2 15.303 15.66 5.39
AC 4 275.446 281.93 4.02
AD 2 A70 A8 5.39
BC 2 2.141 2.19 5.39
BD 1 273 28 7.56
CD 2 247 25 5.39
ABC 4 3.714 3.80 4.02
ABD 2 4.072 4.17 5.39
ACD 4 767 .79 4,02
BCD 2 280 .29 5.39
ABCD 4 347 355 4.02
Error 36 977
Total 71

*Because denominator df for 36 is not tabled, use df = 30.

To be significant at the .01 level (P-value < .01), the calculated F statistic must be greater than the .01
critical value in the far right column. At level .01 the statistically significant main effects are A, B, C. The
interaction AB and AC are also statistically significant. No other interactions are statistically significant.

Section 11.4

39. Start by applying Yates’ method. Each sum of squares is given by SS = (effect contrast)’/24.

Total Effect
Condition Xijk 1 2 Contrast SS
(1) 315 927 2478 5485
a 612 1551 3007 1307 SSA=71,177.04
b 584 1163 680 1305 SSB = 70,959.38
ab 967 1844 627 199 SSAB = 1650.04
¢ 453 297 624 529 SSC=11,660.04
ac 710 383 681 -53 SSAC=117.04
be 737 257 86 57 SSBC = 135.38
abe 1107 370 113 27 SSABC = 30.38
a. Totals appear above. From these,
& =315 5 2
A =% _Y":584+96?+73?+I1072431_ 612-453 T10:54.38;
pc 315-612+584-967-453+710-737 +1107 2213 7€ = —j4€ — 21,
24 =
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b. Factor sums of squares appear in the preceding table. From the original data, Y'Y 3% x,, = 1,411,889
and x....= 5485, 50 SST = 1,411,889 - 5485%/24 = 158,337.96, from which SSE = 2608.7 (the

remainder).

Source df S8 MS F P-value
A 1 71,177.04 71,177.04 435.65 <.001
B 1 70,959.38 70,959.38 435.22 <.001
AB 1 1650.04 1650.04 10.12 .006
3 1 11,660.04 11,660.04 71.52 <,001
AC 1 117.04 117.04 0.72 409
BC 1 135.38 135.38 0.83 376
ABC 1 30.38 30.38 0.19 .672

Error 16 2608.7 163.04

Total 23 158,337.96

P-values were obtained from software. Alternatively, a P-value less than .05 requires an F statistic
greater than F s 15 = 4.49. We see that the AB interaction and all the main effects are significant.

¢. Yates® algorithm generates the 15 effect SS’
From the original data, ¥ Y33} x;,, = 3,308,143 and x.....

s in the ANOVA table; each SS is (effect contrast)’/48.
— 11,956 = SST = 3,308,143 — 11,956"/48

328.607.98. SSE is the remainder: SSE = SST — [sum of effect SS’s] = ... = 4,339.33.
Source df SS MS F
A 1 136,640.02 136,640.02 1007.6
B 1 139,644.19 139,644.19 1029.8
C 1 24,616.02 24,616.02 181.5
D 1 20,377.52 20,377.52 150.3
AB 1 2,173.52 2,173.52 16.0
AC 1 2.52 2.52 0.0
AD 1 5852 58.52 0.4
BC 1 165.02 165.02 1.2
BD 1 9.19 9.19 0.1
CD 1 17.52 17.52 0.1
ABC 1 42.19 42.19 0.3
ABD 1 117.19 117.19 0.9
ACD 1 188.02 188.02 1.4
BCD 1 13.02 13.02 0.1
ABCD 1 204.19 204.19 1.5
Error 32 4,339.33 135.60
Total 47 328,607.98

In this case, a P-value less than .05 requires an
main effects and the AB interaction effect are statistically significant at the .05 |

effects are).
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Chapter 11: Multifactor Analysis of Variance

41. The accompanying ANOVA table was created using software. All F statistics are quite large (some
extremely so) and all P-values are very small. So, in fact, all seven effects are statistically significant for 1
predicting quality.

Source df SS MS F P-value
A 1 003906 .003906 25.00 001
B 1 .242556 .242556  1552.36 <.001
€ 1 003906 .003906 25.00 .001
AB 1 178506 178506 114244 <.001
AC 1 .002256 002256 14.44 .005
BC 1 .178506 178506 114244 <.001
ABC I 002256 .002256 14.44 005
Error 8 000156 000156
Total 15 613144
43.
Condition/ __ (contrast)’ - Condition/ v _ (contrast
Effect S8 =" ¥ Effect S8 =75 v
(1) — D 414.123 850.77
A 436 <] AD 017 <1
B 099 <1 BD 456 <1
AB .003 <1 ABD .990 —
C .109 <1 CD 2.190 4.50
AC 078 <] ACD 1.020 —
BC 1.404 3.62 BCD A33 —
ABC 286 —~ ABCD 004 —

SSE = 286 + .990 + 1.020 + .133 +.004 =2.433, df = 5, so MSE = 487, which forms the denominators of the F
values above, A P-value less than .05 requires an F statistic greater than F s = 6.61, 50 only the D main effect

is significant,

45,
a. The allocation of treatments to blocks is as given in the answer section (see back of book), with block
#1 containing all treatments having an even number of letters in common with both ab and cd, block
#2 those having an odd number in common with @b and an even number with cd, etc.

5 s 8082 y !
b. XS, =9.035.054andx = 16898, 50 .s'm':9.035.054-“"82E ~ 111,853,875 The eight

block-replication totals are 2091 ( = 618 + 421 + 603 + 449, the sum of the four observations in block I
#1 on replication #1), 2092, 2133, 2145, 2113, 2080, 2122, and 2122, so

209 2122° 16898
4 32

algorithm; those we keep appear below. SSE is computed by SST - [sum of all other S§]. MSE =

5475.75/12 = 456.3125, which forms the denominator of the F ratios below. With Fy,,, =9.33, only

the A and B main effects are significant.

SSBl = ~898.875. The effect SS’s can be computed via Yates’
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Source df S8 F
A ] 12403.125 27.18
B 1 92235.125 202.13
C 1 3.125 0.01
D 1 60.500 0.13

AC 1 10.125 0.02
BC 1 91.125 0.20
AD 1 50.000 0.11
BC 1 420.500 0.92
ABC 1 3.125 0.01
ABD 1 0.500 0.00
ACD 1 200.000 0.44
BCD 1 2.000 0.00
Block 7 808.875 0.28
Error 12 5475.750
Total 31 111853.875

The third nonestimable effect is ({BCDE)YCDEFG) = ABFG. The treatments in the group containing (1)
are (1), ab, cd, ce, de, fg, acf, adf, adg, aef, acg, aeg, beg, bef, bdf, bdg, bef, beg, abcd, abce, abde, abfg,
cdfg, cefg, defg, acdef, acdeg, bedef, bedeg, abcdfe, abeefg, abdefg. The alias groups of the seven main
effects are{4, BCDE, ACDEFG, BFG}, {B, ACDE, BCDEFG, AFG}, {C, ABDE, DEFG, ABCFG},

{D, ABCE, CEFG, ABDFG}, {E, ABCD, CDFG, ABEFG}, {F, ABCDEF, CDEG, ABG}, and

{G, ABCDEG, CDEF, ABF}.

1: (1), aef, beg, abed, abfg, cdfg, acdeg, bedef; 2: ab, cd, fe, aeg, bef, acdef, bedeg, abedfg; 3: de, acg, adf,
bef, bdg, abce, cefg, abdefg; 4. ce, acf, adg, beg, bdf, abde, defg, abcefg.

A B C D E AB AC AD AE BC BD BE CD CE DE

a | T T T e e  meaee, A I SN S -
b 721 4+ = o A S R 7 B S S I St s
r an b e At e g ST A e A e TR
abe T38| + B M e e R —- S e A 4
d 674 - - e S e TSR A S = " e
abd 670 + 4 UL + L, il 2% 4
Aol GGG TS s SRR T ety S o G &2
bed 668 - + + RS V) IR e T W b 2
c 68.0 = - - - + + + + = + + e + ot
abe 678| + - =Lk b T R g - T
ace 675 + = + L TR N + i + ! L 3 + A
bece T0.3 i + R ¥ + K ey, ! = s &
ade 0|+ - - N R AT iy o IS A e
bde 679]| - + = + B e + o - " ¢ - =
P P i (RS R T - - 2 SR U AT T Sl
abede 680 + 4 e P + i e RS Eyg b 1 + 4
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Chapter 11: Multifactor Analysis of Variance

(704-72.1-70.4+...+ 68.0)°

Thus §54 = =2.250, SSB = 7.840, SSC = .360, SSD = 52.563, SSE =

16
10.240. SSAB = 1.563. SSAC = 7.563. SSAD = .090, SSAE = 4.203, SSBC = 2.103, SSBD = .010, SSBE
— 123.SSCD =.010, SSCE = .063, SSDE = 4.840, Error SS = sum of two factor S§'s = 20.568, Error MS

=2.057, Fy110=10.04. so only the D main effect is significant.

Supplementary Exercises

51.
Source |y e SS MS - ..
A 1 322.667 322.667 980).38
B 3 35.623 11.874 36.08
AB 3 8.557 2.852 8.67
Error 16 5.266 329
Total 23 372.113

We first test the null hypothesis of no interactions ( H,,, : ¥, =0 forall i, j). Atdf = (3, 16),5.29 <8.67 <

9.01 = .01 < P-value < .001. Therefore, H; is rejected. Because we have concluded that interaction is
present, tests for main effects are not appropriate.

Sk Let A = spray volume, B = belt speed, C = brand. The Yates table and ANOV A table are below. At degrees
of freedom = (1, 8), a P-value less than .03 requires F' > F g5, ¢ = 5.32. So all of the main effects are
significant at level .05, but none of the interactions are significant.

Condition Total 1 2 Contrast SS = -"’””‘;"{:""’}"
(1) 76 129 289 502 21.,904.00
A 53 160 303 22 30.25
B 62 143 13 48 144.00
AB 98 160 9 134 1122.25
G 88 -23 31 14 12.25
AC 55 36 17 4 1.00
BC 59 33 59 ~14 12.25

ABC 101 42 75 16 16.00

Effect dfh B L SVINGE s TR
A 1 30.25 6.72
B | 144.00 32.00
AB I 1122.25 249.39
& 1 12.25 272
AC I 1.00 22
BC | 12.25 2.72

ABC | 16.00 3.56

Error 8 4.50

Total 15
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55.
a.
Effect
Effect %lIron 1 2 3 Contrast SS
7 18 37 174 684
A 1 19 137 510 144 1296
B g 62 169 50 36 81
AB 12 ] 341 94 0 0
C 21 79 9 14 272 4624
AC 41 90 41 22 32 64
BC 27 165 47 2 12 9
ABC 48 176 47 -2 -4 1
D 28 4 1 100 336 7056
AD 51 5 13 172 44 121
BD 33 20 11 32 8 4
ABD 5 21 11 0 0 0
CD 70 23 1 12 72 324
ACD 95 24 1 0 -32 64
BCD 77 25 1 0 -12 9
ABCD 99 22 -3 —4 -4 |
We use estimate = contrast/2” when n =1 to get ‘5-'1 = l—;i = 11_4:; =900, ﬂ, = % =225,
3] =-2£:1?.00. ¥ = ﬁ=21.0(}. Similarly, [a}?) =0, [cﬁ?] =2.00, [f;}’) =275,
16 16 i 1 1

(ﬁd]u =175, (,c?y]“ =.50, and [59'] —4.50.

b. The plot suggests main effects 4, C, and D are quite important, and perhaps the interaction CD as well.
In fact, pooling the 4 three-factor interaction SS’s and the four-factor interaction SS to obtain an SSE

based on 5 df and then constructing an ANOVA table suggests that these are the most important
effects.

2o~{ L b
s« C
|
= CD
- -
- . =
. . . ;
2 1 0 1 2
z-percantile
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57. The ANOVA table is:

Chapter 11: Multifactor Analysis of Variance

Source df SS MS F'| Foy mumdf demdt
A 2 67553 33777 11.37 5.49
B 2 72361 36181 12.18 549
C 2 442111 221056 74 43 549
AB 4 9696 2424 0.82 4.11
AC 4 6213 1553 0.52 4.11
BC 4 34928 8732 2.94 4.11
ABC 8 33487 4186 1.41 3.26
Error 27 80192 2970
Total 53 746542

A P-value less than .01 requires an F statistic greater than the F g, value at the appropriate df (see the far
right column). All three main effects are statistically significant at the 1% level, but no interaction terms are

statistically significant at that level,

59. Based on the P-values in the ANOVA table, statistically significant factors at the level .01 are adhesive
type and cure time. The conductor material does not have a statistically significant effect on bond strength.

There are no significant interactions,

2

— - 2 1 2 gy + . i
61. SS4=Y"Y(X_-X_) = XL —TYV'-'— , with similar expressions for SSB, SSC, and SSD, each having

N-1df.

SST=3"3"(Xya - ,?) =Y BN ——"NT with A? — 1 df, leaving N* —1—4(N —1) df for error.

2

1 2 3 4 5 £
- 482 446 464 468 434 1,053,916
> 470 451 440 482 451 1,053,626
X, : 372 429 484 528 481 1,066,826
X, 340 417 466 537 534 1,080,170
Also, ZZ‘I.';I.‘-“ =220,378.x =2294,and CF=210,497.44.
Source df SS MS F
A 4 285.76 71.44 .594
B 4 227.76 56.94 473
' 4 2867.76 716.94 5.958
D 4 5536.56 1384.14 11.502
Error 8 062.72 120.34
Total 24

At df= (4, 8), a P-value less than .05 requires an F-statistic greater than F gs 4 5 = 3.84. H, and H,; cannot

be rejected, while Hy and Hyp, are rejected.
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CHAPTER 12

Section 12.1

L.
a. Stem and Leaf display of temp:
17{0
1723 stem = tens
171445 leaf = ones
17|67
17
180000011
18{2222
18445
18]6
18|18
180 appears to be a typical value for this data. The distribution is reasonably symmetric in appearance
and somewhat bell-shaped. The variation in the data is fairly small since the range of values (188 -
170 = 18) is fairly small compared to the typical value of 180.
0|889
110000 stem = ones
113 leaf = tenths
14444
1166
1/8889
2111
2
215
216
2
3|00
For the ratio data, a typical value is around 1.6 and the distribution appears to be positively skewed.
The variation in the data is large since the range of the data (3.08 - .84 = 2.24) is very large compared
to the typical value of 1.6. The two largest values could be outliers.
b. The efficiency ratio is not uniquely determined by temperature since there are several instances in the
data of equal temperatures associated with different efficiency ratios. For example, the five
observations with temperatures of 180 each have different efficiency ratios.
I
1
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Chapter 12: Simple Linear Regression and Correlation

¢. A scatter plot of the data appears below. The points exhibit quite a bit of variation and do not appear
to fall close to any straight line or simple curve.

g-- e & 7
L |
. |
g 2 R [

& L] - e
. |
. = - |
[} |
¥ " s |

. a®
T T I
170 180 180
Temp:
3, A scatter plot of the data appears below. The points fall very close to a straight line with an intercept of

approximately 0 and a slope of about 1. This suggests that the two methods are producing substantially the
same concentration measurements.

o e e S N T L T T ALY
-
.
y
L .
- 120 — L L™
-
-
L .
e -
-
-
rat ) 1 — — -4
50 100 150 200
X
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Chapter 12: Simple Linear Regression and Correlation

5
a. The scatter plot with axes intersecting at (0,0) is shown below.
Temperature (x) vs Elongation (y)
250 [
200 — .
s
5 fe
> .
100 —
50 —
0=
1 T T T
i] 20 40 60 80 100
X
b. The scatter plot with axes intersecting at (55, 100) is shown below.
Temperature (x) vs Elongation (y)
250 { = A
-
200 -~ .
150 —f
. L]
-
100 —
= T T T
55 85 75 85
(e
¢. A parabola appears to provide a good fit to both graphs.
1.
B [l = 1800+1.3(2500)=5050
b. expected change =slope =/, = 1.3
c. expected change = 1004, =130
d. expected change =—1008; =130
9,

a. f, = expected change in flow rate (y) associated with a one inch increase in pressure drop (x) = 095.

b. We expect flow rate to decrease by 58, = 475.

159
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Chapter 12: Simple Linear Regression and Correlation

ey, =—12+.095(10)=.83,and p,,,=-.12+.095(15)=1.305.

r43

835-.830

d. P(Y>.835)= F|' Z>—— —_|=P(Z>20)=4207.
\ 5 /

02
(., _ .840-.830)
P(Y >.840)=P| z>?~' P(Z > .40)=.3446.
e. Let Y, and ¥, denote pressure drops for flow rates of 10 and 11, respectively. Then g, =.925, so

Y, — ¥; has expected value .830 —.925 = —,095, and sd (.U_'-’:‘}: +(.025)" =.035355. Thus

S [ 30
P(Y,>Y,)=P(Y,—Y,>0)=P| z >

=(=095)) /.
|=P(Z >2.69)=.0036 .
i \ 035355 3

/

11.
a. f, = expected change for a one degree increase = —.01, and 104, =-.1 is the expected change for a 10
degree increase.

b. 0, =5.00-.01(200)=3,and 4, ., =2.5.

¢. The probability that the first Ub"i(.‘r\*iiliﬂﬂ is between 2.4 and 2.6 is
; '24-25 _ 26-25 A i i
P(24<Y<26)=P t <Z< o 1 = P(-1.33 <Z<1.33)=.8164. The probability that
o 075 S
any particular one of the other four observations is between 2.4 and 2.6 is also .8164, so the probability
that all five are between 2.4 and 2.6 is (.8164)" = .3627.

d. Let Y, and ¥, denote the times at the higher and lower temperatures, respectively. Then Y, — Y, has
expected value 5.00—.01(x+1)—(5.00-.01lx)=~.01. The standard deviation of ¥, — Yz 1s

01
J(075)° (nw} =.10607 . Thus P(Y,-Y,>0)= ![Z. ]lm“)J P(Z >.09)=.4641.

Section 12.2

13. For this data, n =4, ¥x, =200, Xy, =537, Lx; =12.000, Zy! =9.3501, Zx,y, =333 =
200)" (5.37) 200)(5.37 5
= EE.(JF}(]—( ) = 2000, S8T=§_ =9.3501 [ - ) -=2.140875,;:5 .= 33}_L__}L_.—]=64_3
4 ' 4 " 4
P T . ] T e y
= B = i =.03225 = SSE=S, - S, =2.14085-(.03225)(64.5) =.060750 . From these
g A SSE 060750 ate . . y i
calculations, r* =1- SSE =]~ : = 972 . This is a very high value of »*, which confirms the

SST 2.14085
authors’ claim that there is a strong linear relationship between the two variables. (A scatter plot also shows
a strong, linear relationship.)
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Chapter 12: Simple Linear Regression and Correlation

15.

a. The following stem and leaf display shows that: a typical value for this data is a number in the low
40's. There is some positive skew in the data. There are some potential outliers (79.5 and 80.0), and
there is a reasonably large amount of variation in the data (¢.g., the spread 80.0-29.8 = 50.2 is large
compared with the typical values in the low 40’s).

219

3|33 stem = tens
3|5566677889 leaf = ones
411223

4156689

511

5

6(2

6(9

7

719

8|0

b. No, the strength values are not uniquely determined by the MoE values. For example, note that the
two pairs of observations having strength values of 42.8 have different MoE values.

¢. The least squares line is ¥ = 3.2925 + .10748x. For a beam whose modulus of elasticity is x =40, the
predicted strength would be y = 3.2025 + .10748(40) = 7.59. The value x = 100 is far beyond the range
of the x values in the data, so it would be dangerous (i.e., potentially misleading) to extrapolate the
linear relationship that far.

d. From the output, SSE = 18.736, SST = 71.605, and the coefficient of determination is r* =738 (or
73.8%). The /* value is large, which suggests that the linear relationship is a useful approximation to
the true relationship between these two variables.

17

a. From software, the equation of the least squares line is y = 118.91 —.905x. The accompanying fitted
line plot shows a very strong, linear association between unit weight and porosity. So, yes, we
anticipate the linear model will explain a great deal of the variation in y.

| Fitted Line Plot
| porosity = 1189 - 0947 weight

304 5 0938035
RSq I
R-Sgiad}) i

porosity
H

e s
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Chapter 12: Simple Linear Regression and Correlation

b. The slope of the line is b; =—905. A one-pcf increase in the unit weight of a concrete specimen is
associated with a .905 percentage point decrease in the specimen’s predicted porosity. (Note: slope is
not ordinarily a percent decrease, but the units on porosity, y, are percentage points.)

¢. When x = 135, the predicted porosity is § = 118.91 — .905(135) = -3.265. That is, we geta negative
prediction for y, but in actuality y cannot be negative! This is an example of the perils of extrapolation;
notice that x = 135 is outside the scope of the data.

d. The first observation is (99.0, 28.8). So, the actual value of y is 28.8, while the predicted value of yis
118.91 —.905(99.0) = 29.315. The residual for the first observationisy -y = 28.8-29315=-515=
—.52. Similarly, for the second observation we have § = 27.41 and residual = 27.9 — 27.41 = .49.

e. From software and the data provided, a point estimate of ¢ is s = .938. This represents the “typical”
size of a deviation from the least squares line. More precisely, predictions from the least squares line
are “typically” + .938% off from the actual porosity percentage.

f. From software, ¥ = 97.4% or .974, the proportion of observed variation in porosity that can be
attributed to the approximate linear relationship between unit weight and porosity.

19. n=14, Tx, =3300, Iy, = 5010, Ex? =913,750, Xy} = 2,207,100, Zx,y, =1,413,500
> 3,256,000
" 1,902,500

roughly j =—45.5519 + 1.7114x. '

a. =1.71143233, [}‘, =-45.55190543 . so the equation of the least squares line is

b.  fiyps =—45.5519+1.7114(225)=339.51. '

¢. Estimated expected change = —Sﬂ‘{;?, =-85.57. ]

d. No, the value 500 is outside the range of x values for which observations were available (the danger of

extrapolation).
21.
a. Yes— ascatter plot of the data shows a strong, linear pattern, and ¥ =98.5%.
b. From the output, the estimated regression line is ¥ = 321.878 + 156.711x, where x = absorbance and y
= resistance angle. For x =.300, § =321.878 + 156.711(.300) = 368.89.
¢. The estimated regression line serves as an estimate both for a single y at a given x-value and for the
true average u, at a given x-value. Hence, our estimate for x, when x = .300 is also 368.89.
23.

a. Using the given y;'s and the formula y; =-45.5519+1.7114x; ,

SSE =(150-125.6)" +...+ (670 - 639.0)' =16,213.64 . The computation formula gives

SSE = 2,207,100 — (— 45.55190543)(5010) - (1.71143233)(1,413,500) =16,205.45

(s010)’ _ 1620545 _
41423571

b. SST =2,207,100 - =414.235.71 so r’ =1
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Chapter 12: Simple Linear Regression and Correlation

25, Substitution of 3, = Ey= Ak and f?l for by and b, on the left-hand side of the first normal equation
n

: Sy — BIx, - - - : 1x , ,

yields n L2 el +BEx, =Zy, - BEx, + fIx, =2Ty,, which verifies they satisfy the first one. The same
n

substitution in the lefi-hand side of the second equation gives

(Ex,)(E}-; - px ] +(}_f)fn' i (Zx)(Zy)+ [i,(n}le -(Zx, ))

n > 7 (Ex‘)(iy,]-‘nhé,[}:xf—[le):;'n],'nm

last term in parentheses is Sy, S0 making that substitution along with Equation (12.2) we have

S : LA LN
(=x,)(Zy,)/ n+ S“ (S.)=(2x,)(Zy,)/ n+8,, . By the definition of S, this last expression is exactly

% x,y, , which verifies that the slope and intercept formulas satisfy the second normal equation.

27. We wish to find b, to minimize f{"’;)=2(}’. -bx, )2 . Equating f'(b) to 0 yields

Z[z(y‘ ~bx,) (~x, )] =0=> ZZ[—I,}; +b,xf] —0 = Zx,y, =bZx]and b = I;;f* . The least squares

i

Zx;Y;
2

i

estimator of f, is thus [}l =

29, For data set #1, » = 43 and s = 4.03; for #2, # = .99 and s = 4.03; for #3, # =99 and s = 1.90. In general,
we hope for both large # (large % of variation explained) and small s (indicating that observations don’t
deviate much from the estimated line). Simple linear regression would thus seem to be most effective for
data set #3 and least effective for data set #1.

| ing ] _ll "JT':' = | P e S
i 120 /’ o ’./’
g P
e Wl r
v v
s il i /r/’ o /
an - 2 . ;//./ | / q""/
/g/
4 A -1
o ] bl st o J I ]_‘/ e T_]
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Chapter 12: Simple Linear Regression and Correlation

Section 12.3

31.

a. Software output from least squares regression on this data appears below. From the output, we see that
= 89.26% or .8926, meaning 89.26% of the observed variation in threshold stress () can be
attributed to the (approximate) linear model relationship with yield strength (x).

Regression Equation

y = 211.655 - 0.175635 x

Coefficients

Term Coef SE Coef T P 95% CI

Constant 211.655 15.0622 14.0521 0.000 (178.503, 244.807)

p 4 -0.176 0.0184 -9.5618 0.000 ( -0.216, -0.135)

Summary of Model

S = 6.80578 R-Sq = 89.26% R-Sq(adj) = 88.28%

b. From the software output, f,=-0.176 and 5; = 0.01 84. Alternatively, the residual standard deviation

1
is s = 6.80578, and the sum of squared deviations of the x-values can be calculated to equal S =
. § n .
Z(.\] —X)° =138095. From these, §; =—=—="= .0183 (due to some slight rounding error).
b TS

¢. From the software output, a 95% CI for f; is (-0.216, ~0.135). This is a fairly narrow interval, 50 f;
has indeed been precisely estimated. Alternatively, with » =13 we may construct a 95% CI for f, as
Bt 1,55, =—=0.176 £2.179(.0184) = (=0.216, -0.136).

33.

a. Errordf=n—2=25, tys2s = 2.060, and so the desired confidence interval is
Bittgass; =.10748+(2.060)(.01280) =(.081,.134) . We are 95% confident that the true average

change in strength associated with a | GPa increase in modulus of elasticity is between .081 MPa and
.134 MPa.

b. We wish to test Hy: ) <.l versus H;: > .1. The calculated test statistic is

B -1 _.10748—.1
5 01280

= .58 , which yields a P-value of .277 at 25 df. Thus, we fail to reject Hy; i.e.,

there is not enough evidence to contradict the prior belief.
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Chapter 12: Simple Linear Regression and Correlation

2
We want a 95% CI for £,: Using the given summary statistics, S, = 3056.69 — (—2%'2?—1)— =155.019,
22.1 xSy >
8 =2759.6—w=238.112. and By =——= e sl =1.536. We need
: 17 S, 115019

- 193-(1.536)(222.1)
&, 17 1

SSE = 2975~ (~8.715)(193) - (1.536)(2759.6) = 418.2494 . Then s = J%%ﬂi =528 and

5.28 : i
s, == 424 . With tgsys=2.131, our Cl is 1.536%2.131- 424) = (.632, 2.440). With
4~ Jiss0m s L)
95% confidence, we estimate that the change in reported nausea percentage for every one-unit change
in motion sickness dose is between .632 and 2.440.

—8.715 to calculate the SSE:

We test the hypotheses Hy: §, = 0 versus H,: f, # 0. and the test statistic is 7 = ’4—52::? =3,6226. With

df = 15, the two-tailed P-value = 2P(T > 3.6226) = 2(.001)=.002. Witha P-value of ,002, we would
reject the null hypothesis at most reasonable significance levels. This suggests that there is a useful
linear relationship between motion sickness dose and reported nausea.

No. A regression model is only useful for estimating values of nausea % when using dosages between
6.0 and 17.6, the range of values sampled.

Removing the point (6.0, 2.50), the new summary stats arc. n = 16, Zx, =216.1, Zy, =191.5,
i =3020.69, Ty’ =2968.75, Ex,y, =2744.6 , and then B =1.561, f,=-9.118 , SSE =430.5264,

i

s =555, 5, =551, and the new Cl is 1.561+2.145-(.551) , or (.379, 2.743). The interval is a little

wider. But removing the one observation did not change it that much. The observation does not seem
to be exerting undue influence.

Let ty = the true mean difference in velocity between the two planes. We have 23 pairs of data that we
will use to test H: g = 0 v. H: g # 0. From software, X, = 0.2913 with s;,= 0.1748, and so r=

0.2913-0 1 ;

_(Z}ETW =~ 8, which has a two-sided P-value of 0.000 at 22 df. Hence, we strongly reject the null
hypothesis and conclude there is a statistically significant difference in true average velocity in the two
planes. [Note: A normal probability plot of the differences shows one mild outlier, so we have slight

concern about the results of the ¢ procedure.]

Let 3, denote the true slope for the linear relationship between Level — - velocity and Level - velocity.
: : by -1  0.65393-1
We wish to test Ho: fy = 1 v. Hy: B < 1. Using the relevant numbers provided, 1 = S0 3
s(by)  0.05947

= _5.8, which has a one-sided P-value at 23-2 = 21 df of P(T'<-5.8) = 0. Hence, we strongly reject the
null hypothesis and conclude the same as the authors: i.e., the true slope of this regression relationship
is significantly less than 1.
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Chapter 12: Simple Linear Regression and Correlation

39. SSE = 124,039.58- (72.958547)(1574.8) — (.04103377)(222657.88) = 7.9679, and SST = 39.828

Source df S8 MS I
Regr | 31.860 31.860 18.0
Error 18 7.968 1.77
Total 19 39.828

Atdf=(1, 18), f= 18.0 > F 91,11z = 15.38 implies that the P-value is less than .001. So, Hy: p=0is

rejected and the model is judged useful. Also, s =+1.77 =1.33041347 and §_ =18,921.8295, so

t= ot —=4.2426 and 1’ = (4.2426)3 =18.0 = f, showing the equivalence of the
1.33041347//18,921.8295

two tests.

41.
a. Under the regression model, E(Y,)= f, + fx, and, hence, E(Y)=f3, + B,X . Therefore,

St p L sy | X -BE - | Y (i -F)EY Y]
E(Y -Y)=f(x —%),and E([J‘I)-};{ TP e,

< Y (x,—-%)B,(x, %) g b
b E e A

b. Here, we’ll use the fact that Z“l -X)Y -Y)= Z{.v,. -xX)Y - ]72{:(‘ -%)= Z(xa -%)Y -Y(0) =

Y (x -F)Y,. With c=3(x, %), A :13.1, —FNY -T)= Zu ¥, = since the ¥;s are
(4 c
independent, ¥(f,) = Z[ L2 W ) == (x-5) 0’ =L =T o, equivalently,
e} ¢ e ¥ix~%)
P — 2 — | as desired.
2! —(Zx, ) /n

5 ! . 4414 1
43. The numerator of d is |1 — 2| = 1, and the denominator is el sl 831,50 d =——=1.20. The
V32440 831

approximate power curve is for n — 2 df= 13, and £ is read from Table A.17 as approximately .1.
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Section 12.4

45.
a. We wish to find a90% CI for f,,,c: Jy,s =78.088 , fy5,, =1.734, and

g _ &
$; = \‘JL +('_"_5_M - 1674 . Putting it together, we get 78.088 + 1.734(.1674) =
20 18,921.8295

(77.797, 78.378).

1 (125-140.895)

E — 6360, 50 the Pl is
20 18,921.8295

b. We want a 90% PL. Only the standard error changes: s, =5J|+

78.088 + 1.734(.6860) = (76.898, 79.277).

c. Because the x” of 115 is farther away from ¥ than the previous value, the term (x*-x)" will be
larger, making the standard error larger, and thus the width of the interval is wider.

d. We would be testing to see if the filtration rate were 125 kg-DS/m/h, would the average moisture

78.088 —80 iE 4 Gnl
1674

with 18 df the P-value is P(T <-11.42) = 0.00. Hence, we reject H. There is significant evidence to
prove that the true average moisture content when filtration rate is 125 is less than 80%.

content of the compressed pellets be less than 80%. The test statistic is 1 =

47,
B P =—1.128+.82697(40)=31.95, L4y, =2.160 ; 2 95% PI for runoff'is

2

31.95+2.160,(5.24)° +(1.44)" =31.95+11.74 =(20.21,43.69).
No. the resulting interval is very wide, therefore the available information is not very precise.

b. Tx =798 3x? = 63,040 which gives §,, =20,586.4 , which in turn gives

50 — ; ,
Sp . =524 i + L—U—ML =1.358, so the PI for runoff when x = 50 is
e 15 20,586.4

40.22 £ 2. 160~J(5.24)2 +(1.358) =40.22+11.69 = (28.53,51.92). The simultaneous prediction level
for the two intervals is at least 100(1 - 2a % = 90% .

49.  95% CI = (462.1, 597.7) = midpoint = 529.9; £ (355 =2.306 => 529.9+(2306)5; 5y =597.7=

$ 5 v jlis) = 29:40225 99% C1 =529.9 41105, (29.402) = 529.9+(3.355)(29.402) = (431.3,628.5) .

51.
a. 0.40iscloserto ¥.

b. £+, (040)£1,,, 25; ;s OF 08104£2.101(0.0311) = (0.745, 0.876).

2 2
5 +85;
Ao+ 4(1.20)

c. B +5(120)11,,, .- or 0_2912452‘101-@}.1049]3 +(0.0352)" =(.059,523).
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Chapter 12: Simple Linear Regression and Correlation

53. Choice a will be the smallest, with d being largest. The width of interval a is less than b and ¢ (obviously),
and b and ¢ are both smaller than d. Nothing can be said about the relationship between b and ¢.

- - = a o~ ey ' 3 *_3 e Y
5. p+per=(T-BR+frr=T+(x*-%)f =137+ & x)%(x‘ it =Y d,, where
n

xx

g { 1, ,G* -9 D' —fr}

n’ nS_ ns’.
g ,;Lﬁ 5 (x*-%))_(x,-X) ’ (x*-%)* Z}{x, %)
n ns,. ool

e ol *_T)° L *_—?.
PRI sl D8 JE) D[t 1, G ) x
n nS S n S

o X

Section 12.5

57. Most people acquire a license as soon as they become eligible. If, for example, the minimum age for
obtaining a license is 16, then the time since acquiring a license, y, is usually related to age by the equation
y = x — 16, which is the equation of a straight line. In other words, the majority of people in a sample will
have y values that closely follow the line y = x — 16.

59.

47.92)
(_1_) =3.033711, and

950)’
n S 251,970_%)_ _40,720, 5, ~130.6074

(1950)(47.92) _ 339.586667

=1339.586667 ,s0 r=
J/40,7204/3.033711
strong, positive correlation between the two variables.

S, =5530.92~

= 9662 . There is a very

b. Because the association between the variables is positive, the specimen with the larger shear force will
tend to have a larger percent dry fiber weight.

e. Changing the units of measurement on either (or both) variables will have no effect on the calculated
value of r, because any change in units will affect both the numerator and denominator of » by exactly
the same multiplicative constant.

d. »#=.9662"=.933, or 93.3%.

ryns  JUOCNIETS o 14y T e
Vi-#  J1-.9662°

“off the charts” at 16 df, so the one-tailed P-value is less than .001. So, H, should be rejected: the data
indicate a positive linear relationship between the two variables.

e. We wishto test Hy: p = 0 v. H,: p > 0. The test statistic ist =

168
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Chapter 12: Simple Linear Regression and Correlation

61.
7377.704

a. Weare testing Hy: p= 0 v. H,: p > 0. The correlation is » = =.7482, and
e ‘ J36.0839+2,628,930.359

=
the test statistic is 1 = JPL_—@— ~3.9. At 14 df, the P-value is roughly .001. Hence, we reject Ho:
1 -.7482°

there is evidence that a positive correlation exists between maximum lactate level and muscular
endurance.

b. We are looking for /, the coefficient of determination: 7 = (.7482) = 5598, or about 56%. It is the
same no matter which variable is the predictor.

63. With the aid of software, the sample correlation coefficient isr=.7729. Totest Hy: p=0Vv.Hg: p# 0, the

J729)W6 -2 ; : : |
test statistic is 1= -(7—9]——6——1= 2 44. At 4 df, the 2-sided P-value is about 2(.035) = .07 (software gives ,
1-(.7729)
a P-value of .072). Hence, we fail to reject Hy: the data do not indicate that the population correlation
coefficient differs from 0. This result may seem surprising duc to the relatively large size of r (.77),
however, it can be attributed to a small sample size (n = 6).

65.
a. From the summary statistics provided, a point estimate for the population correlation coefficient p is r

Y (x-B=7) " _ 44,185.87

V& =%)"Yy -7 - J(64,732.83)(130,566.96)

= .4806.

b. The hypotheses are Hy: p = 0 versus Hy: p # 0. Assuming bivariate normality, the test statistic value is

B i : =4 ASOG15-2 1.98. At df =15 — 2 = 13, the two-tailed P-value for this f test is 2P(T3
1-r*  «1-.4806°

> 1.98) = 2P(T}3 2 2.0) = 2(.033) = .066. Hence, we fail to reject Hy at the .01 level; there is not

sufficient evidence to conclude that the population correlation coefficient between internal and external

rotation velocity is not zero.

c. If wetested Hy: p=0 versus Hy: p > 0, the one-sided P-value would be .033. We would still fail to
reject Hyat the .01 level, lacking sufficient evidence to conclude a positive true correlation coefficient.
However. for a one-sided test at the .05 level, we would reject Hy since P-value = .033 <.05. We have
evidence at the .05 level that the true population correlation coefficient between internal and external
rotation velocity is positive.

67.
a. Because P-value = .00032 < a = .001, Hj should be rejected at this significance level.

b. Not necessarily. For such a large n, the test statistic 7 has approximately a standard normal distribution

ry500-2

when Hy: p = 0 is true, and a P-value of .00032 corresponds to z = +3.60. Solving +3.60 = ——J———1—
b=

for r yields »=+.159. That is, with n = 500 we’d obtain this P-value with » = % .159. Such an r value
suggests only a weak linear relationship between x and y, one that would typically have little practical
importance.
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Chapter 12: Simple Linear Regression and Correlation

The test statistic value would ber = -
VJ1-.022¢

approximately normal, the 2-sided P-value would be roughly 2[1 - ®(2.20)] = .0278 < .05, so Hy is
rejected in favor of H, at the .05 significance level. The value ¢ =2.20 is statistically significant — it
cannot be attributed just to sampling variability in the case p = 0. But with this enormous n, r = .022
implies p = .022, indicating an extremely weak relationship.

= 2.20; since the test statistic is again

Supplementary Exercises

69.

71.

Use available software for all calculations.

We want a confidence interval for §,. From software, b, = 0.987 and s(b,) = 0.047, so the
corresponding 95% CI is 0.987 % t5517(0.047) = 0.987 + 2.110(0.047) = (0.888, 1.086). We are 95%
confident that the true average change in sale price associated with a one-foot increase in truss height
is between $0.89 per square foot and $1.09 per square foot.

Using software, a 95% CI for ;s is (47.730, 49.172). We are 95% confident that the true average sale
price for all warehouses with 25-foot truss height is between $47.73/f” and $49.17/ft".

Again using software, a 95% PI for Y when x = 25 is (45.378, 51.524). We are 95% confident that the
sale price for a single warchouse with 25-foot truss height will be between $45.38/ft" and $51.52/ft’.

Since x = 25 is nearer the mean than x = 30, a PI at x = 30 would be wider.

From software, ”* = SSR/SST = 890.36/924.44 = .963. Hence, r = +.963 = .981.

Use software whenever possible.

From software, the estimated coefficients are /}, = 16.0593 and [?D =0.1925.

Test Hy: iy = 0 versus H,: f; # 0. From software, the test statistic is ¢ = ]6—00%% = 54.15; even at
just 7 df; this is “off the charts™ and the P-value is = 0. Hence, we strongly reject H; and conclude that

a statistically significant relationship exists between the variables.

From software or by direct computation, residual sd = s = .2626, ¥ = .408 and S, = .784. When x = x*
=.2,y=0.1925 + 16.0593(.2) = 3.404 with an estimated standard deviation of

*_—\2 g 2
5; =8 l+ et .26264-‘-+Mj— =.107. The analogous calculations when x =x* = .4
n S 9 784

resultin 7= 6.616 and s, =.088, confirming what’s claimed. Prediction error is larger when x = .2

because .2 is farther from the sample mean of .408 than is x = 4.

d. A95%CIfor p,, is L1y, .5, =6.616%2.365(.088) = (6.41,6.82).

€.

A 95% Pl for Y when x = 4is Jttg, /5" +57 = (5.96,7.27).
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Chapter 12: Simple Linear Regression and Correlation

From the output, 7 = .5073.

r = (sign of slope)-Vr? = +/5073 = .7122.

We test Hy: f, = 0 versus H,: ) #0. The test statistic ¢ = 3.93 gives P-value = .0013, which is < .01,
the given level of significance, therefore we reject Hy and conclude that the model is useful.

We use a 95% Cl for p,,. $50)=.787218+ .007570(50) = 1.165718; £.025,15 = 2.131;

17 17(41,575)—(719.60)
Clis 1.165718 +2.131(.051422) = 1.165718 £ .109581 = (1.056137, 1.275299).

17(50-42.33)°
s = “Root MSE” = 20308 = s; =.20308 \/i # ( ) _ - 051422 . The resulting 95%

Our prediction is #(30) = .787218 + .007570(30) = 1.0143, with a corresponding residual of y -y =
.80 -1.0143 =-2143,

S

With v = stride rate and x = speed, we have g
: g A= T 388008- (20547 /11 44702

x

_660.130—(205.4){35.]6)/]I _ s S0T

0.080466 and ,(;‘U =y —E,f = (35.16/11) - 0.080466(205.4)/11 = 1.694. So, the least squares line for
predicting stride rate from speed is y = 1.694 + 0.080466x.

S, 660.130—(35.16)(205.4) /11 _ 3.597 _

With y = speed and x = stride rate, we have f, = —— .
y = speed and x = stride rate, wehave i =" =i e Tas 16711 0.297

12,117 and [in =§—ﬁ,.¥ =(205.4)/11 - 12.117(35.16/11) =-20.058. So, the least squares line for
predicting speed from stride rate is y = ~20.058 + 12.117x.

The fastest way to find #* from the available information s r? = fi== . For the first regression, this
W

, 44.702 , 0.297

ives r* =(0.080466)" ~ 97. For the second regression, r* =(12.117 =~ .97 as well. In
i, ) 0297 ' gression, 7° = (2MT) Cmes

fact, rounding error notwithstanding, these two #* values should be exactly the same.

Yes: the accompanying scatterplot suggests an extremely strong, positive, linear relationship between
the amount of oil added to the wheat straw and the amount recovered.

Ameuns of od recvered (g}

v T i T T
i 2 4 ] L] (0] (F " (] 1}
Amunt of o sdded (g)
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83.

Chapter 12: Simple Linear Regression and Correlation

b. Pieces of Minitab output appear below. From the output, #* = 99.6% or .996. That is, 99.6% of the total
variation in the amount of oil recovered in the wheat straw can be explained by a linear regression on
the amount of oil added to it.

Predictor Coef SE Coef T P

Constant -0.5234 0.1453 =3.60 '0.003

X 0.87825 0.01610 54.56 0.000

S = 0,311816 R-Sg = 99.6% R-5q(adj) = 99.5%
Predicted Values for New Observations

New Obs Fit  SE Fit 95% CI 95% PI

B
1 3.8678 0,0901 (3.8732, 4.0625) (3.1666, 4.5690)

¢. Refer to the preceding Minitab output. A test of Hy: f; = 0 versus Hy: By # 0 returns a test statistic of
{=54.56 and a P-value of = 0, from which we can strongly reject /; and conclude that a statistically
significant linear relationship exists between the variables. (No surprise, based on the scatterplot!)

d. The last line of the preceding Minitab output comes from requesting predictions at x = 5.0 g. The
resulting 95% P1 is (3.1666, 4.5690). So, at a 95% prediction level, the amount of oil recovered from
wheat straw when the amount added was 5.0 g will fall between 3.1666 g and 4.5690 g.

e. A formal test of Hy: p = 0 versus H,: p # 0 is completely equivalent to the ¢ test for slope conducted in
c. That is, the test statistic and P-value would once again be t = 54.56 and P = 0, leading to the
conclusion that p # 0.

fn - g By=f%
Start with the alternative formula SSE = Zy* — f,Zy — 4 Zxy . Substituting 5, = Byl ;
n
, Ty-fEx . , (D) Ay i D>
SSE= E}f‘ —_'I_LE}: . [3‘12.\1' = E"l" .—(_'_1)__!.&;‘—_2"} _ﬁjzry = Z.r‘ _...('_.'l_.}_ == {GI [i\y = : }’]
n n n n n
= S.‘.‘ Wi ﬁ ISI_'-'
N W7 e Z i .
a. Recall that r=——, s, = (30 Lo , and similarly s, =—=~. Using these formulas,
JS“Sw ; n-1 n—1 * on-1
a Su- ! Slen S_ 8. A A
=== =r. =X =1 r-—— . Using the fact that §, =V — X, the least
an Su Sn 'Yl

i F- - A '’ - 2 - 5, = :
squares equation becomes y=f,+ fx=7+ B (x—X)=7 +r-—(x=X) , as desired.
b. In Exercise 64, r=.700. So, a specimen whose UV transparency index is 1 standard deviation below
average is predicted to have a maximum prevalence of infection that is .7 standard deviations below
average.

Remember that SST = §,,, and use Exercise 79 to write SSE = §, 4,8, = S, —S. /S, . Then

508 _.S'f‘_a’.'s‘“_.")‘n—SSE_l SSE SSE

= e e R

B AT s TS

i i
XX W W

r
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85. Using Minitab, we create a scatterplot to see if a linear regression model is appropriate.

LR .
@ L]
s 1 . . "
n |
I L . -
- |
g %"
gdn ® 8 g
-
..
I T 3 e e
1] 0 2 0 40 50 B0
tirne

A linear model is reasonable; although it appears that the variance in y gets larger as x increases. The

Minitab output follows:

The rec sion equation is

blood g = 3.70 + 0.0373 time

Predictor Coef StDev T P

Constant 3.6965 0.21592 17.12 0.000

time 0.037895 0.006137 6.17 0.000

§ = 0.5525 R-8q = 63.4% -Sg(adj) = 61.7%

Analysis of Variance

Scurce DF 88 M3 F P
1 11.638 11.638 38.12 0.000

Residual Error 22 6.716 0.305

Total 23 18,353

o, indicates that only a moderate percentage of the variation in y
utility indicates that time is a significant predictor of
od glucose level when time = 30 minutes is
0 minutes to be between 4.599 and 5.067,

The coefficient of determination of 63.4
can be explained by the change in x. A test of model
blood glucose level. (1 = 6. 17, P =0). A point estimate for blo
4.833%. We would expect the average blood glucose level at 3
with 95% confidence.

— 17. SSE; = 0.61860, /3, =0.007570; by direct computation,

SS., = 11,114.6. The pooled estimated variance is gt = 01800451050
17+15-4

87. From the SAS output in Exercise 73, n
1040432, and the calculated test

statistic for testing Hy: i =y, is

570 —

U s 024, At 28 df, the two-tailed P-value is roughly 2(.39) = .78.

\}.(140432\/- b Lt o

11114.6 7152.5578
With such a large P-value, we do not reject Hy
not provide evidence that the expected change in wear loss associated with a
content is different for the two types of abrasive — it is plausible that £, = 71.

at any reasonable level (in particular, .78 > .05). The data do
1% increase in austentite
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CHAPTER 13

Section 13.1

C.

Res idual

: A x,~15)°
x=15 and Z(.\'I —X) =250, so the standard deviation of the residual Y, =Y, is 1()\[1 - % —(—r'—z_o—)
J J

=6.32.8.37,894,8.37,and 6.32 fori=1,2,3,4, 5.
Now ¥=20 and Z[.v‘ - E]j —1250, giving residual standard deviations 7.87, 8.49, 8.83, 8.94, and
2.83fori=1,2,3,4,5.

The deviation from the estimated line is likely to be much smaller for the observation made in the
experiment of b for x = 50 than for the experiment of a when x = 25. That is, the observation (50, Y) is
more likely to fall close to the least squares line than 18 (25; 1.

This plot indicates there are no outliers, the variance of & is reasonably constant, and the ¢ are normally
distributed. A straight-line regression function is a reasonable choice for a model.

_ ; 2817.9Y A
We need 5., = Z(_\'__ ~-%) =41591485- (iq —} ~18,886.8295. Then each ¢, can be calculated as

follows: . _ & . The table below shows the values.

[ - o
' 1 (x —140.895)
[1+4 P el £
\ 20 18,886.8295

4427

Notice that if ¢ =~ ¢;/ s, then ¢,/ ¢, =s. All of the ¢, / ¢ ’s range between .57 and .65, which are close

to s.
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Chapter 13:

standardized
residuals

Nonlinear and Multiple Regression

. .
s o
€ g

0.31064
0.30593
0.4791
1.2307
1.15021
0.34881
0.09872
~1.39034
0.82185
-0.15998

(0.644053
0.614697
0.578669
0.647714
0.648002
0.643706
0.633428
0.640683
0.640975
0.621857

standardized g
residuals €€
0.6175 0.64218
0.09062 0.64802
1.16776  0.565003
1.50205  0.646461
0.96313  0.648257
0.019  0.643381
0.65644  0.584858
~2.1562  0.647182
—0.79038  0.642113
1.73943  0.631795

This plot looks very much the same as the one in part a.

2 — e = T O e
.
7]
m™ . -
= 1 . &
[12] ]
&
-
g 4] . -
M . L]
=)
H .
g .
L L .
[
-2
— = e i |
100 150 200

fitration rate

97.7% of the variation in ice thickness can be explained by the linear relationship b

elapsed time.

Based on this value, it is tempting to assume an approxit

however. »* does not measure the aptness of the linear model.

The residual plot shows a curve in the data, suggesting

observation (5.5, —3.14) is extreme.

2 ™
i -
1 - . = ®
. L] .. -
| o e
L]
= 0 - ¥ i .8
2 .
b= .
$ 1 - »* =
i .
2 -
3 =
— —_— T
0 1 2 3 4
elapsed time
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Chapter 13: Nonlinear and Multiple Regression

From software and the data provided, the least squares line is y = 84.4 - 290x. Also from software, the
coefficient of determination is ¥ = 77.6% or .776.

Regression Analysis: y versus x

The regression equation is

y = 84.4 - 290 x

Predictor Coef SE Coef i P
Constant 84.38 11.64 7.25 0.000
X -289.79 43.12 =6.72 0.000

S = 2.72669 R-Sq = 77.6% R-3q(adj) = 75.9%

The accompanying scatterplot exhibits substantial curvature, which suggests that a straight-line model
is not actually a good fit.

16 .
L]
144
L]
121
-.
104
R =
L
& L]
x .
']
2 -
s ® e
04
T T T T T T
024 025 026 0.7 0.28 029
3

Fits, residuals, and standardized residuals were computed using software and the accompanying plot
was created. The residual-versus-fit plot indicates very strong curvature but not a lack of constant
variance. This implies that a linear model is inadequate, and a quadratic (parabolic) model relationship
might be suitable for x and y.

15 »
- L]
.

10 s
= 054
|
7 .e
T NS S R IR
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Chapter 13: Nonlinear and Multiple Regression

9. Both a scatter plot and residual plot (based on the simple linear regression model) for the first data set
suggest that a simple linear regression model is reasonable, with no pattern or influential data points which
would indicate that the model should be modified. However, scatier plots for the other three data sets
reveal difficulties.

Scatter Plot for Data Set #1 Scatter Plot for Data Set #2
1M - =
s
.| . g - ’ L] - -
% ‘ L v R
8 — “ 1 tizm y
> 4 * ¥ > g — .
5 — ¥ 5 .
5 -1 & i -
5 T T 3 T T
' a 14 4 9 14
X X
Scatter Plot for Data Set #3 Scatter Piot for Data Set #4
e : 13 @
12 - LA
11 - 11 =
8 o 10 —
O . el :
8 — et i
74 59 ¥ =il
- B —
6
g, ul
5 T T 1
T ] i 10 15 20

For data set #2, a quadratic function would clearly provide a much better fit. For data set #3, the
relationship is perfectly linear except one outlier, which has obviously greatly influenced the fit even
though its x value is not unusually large or small. One might investigate this observation to see whether it
was mistyped and/or it merits deletion. For data set #4 it is clear that the slope of the least squares line has
been determined entirely by the outlier, so this point is extremely influential. A linear model is completely
inappropriate for data set #4.

177

© 2016 Cengage Learning. All Rights Reserved. May not be scanned, copied or duplicated, or posted to 2 publicly accessible website, in whole or in part

Telegram: @uni_k



https://t.me/uni_k

Telegram: @uni_k

T

11.

13.

Chapter 13: Nonlinear and Multiple Regression

1 i X‘)E(J\" _'_)}ra
a. Y-Y=Y-Y-B(x-X)=Y-——) Y- ’ , :ZL'I_Y,.WhCI'C
b R L(.‘t —T_}- i
e =l—l—@ forj=iand c, =|—l—('rj—_;r—li_,—x} for j#i. Thus
A nZ(x, —E]— n Z(x,-X)

l-’[K =¥ ) - E!"{c,}’f} (since the ¥,’s are independent) = o°Ec’ which, after some algebra, gives

Equation (13.2).
b. o =V{};}=V[}'f,.+(}j 3 ﬁ)):mﬁH v(¥-7).s0

P -F)=c* V() =0 -0 54&(“'?’)3
Zix,—Xx

J

%]

, which is exactly (13.2).

— et 2 Gy . = a s
¢.  Asx; moves further from X, (x, —¥) grows larger, so V(¥) increases since (x, —X) has a positive

signin ¥(Y),but ¥ (}‘: -—}}) decreases since (x, —X) has a negative sign in that expression.

The distribution of any particular standardized residual is also a ¢ distribution with # — 2 d.f., since e is

i

obtained by taking standard normal variable L and substituting the estimate of o in the denominator

O
¥~

(exactly as in the predicted value case). With E] denoting the i" standardized residual as a random
variable, when n =25 E  has a t distribution with 23 df and ¢,,,, =2.50, so P( E, outside (-2.50, 2.50)) =

P(E; >2.50)+ P(E; <-2.50)=.01+.01=.02.
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Chapter 13: Nonlinear and Multiple Regression

Section 13.2

15.

a. The scatterplot of y versus x below, left has a curved pattern. A linear model would not be appropriate.

b. The scatterplot of In(y) versus In(x) below, right exhibits a strong linear pattern.

Scatterplot of y vs X Seatte rplot of Iniy) vs In(x)

Iniy)

04 - - 00
[} 1] 0 0 40 50 L I3

c. The linear pattern in b above would indicate that a transformed regression using the natural log of both
x and y would be appropriate. The probabilistic model is then y = ax” -, the power function with an
error term.

d. A regression of In(y) on In(x) yields the equation In(y) = 4.6384 - 1.04920 In(x). Using Minitab we
can get a PI for y when x = 20 by first transforming the x value: In(20) =2.996. The computer

generated 95% PI for In(y) when In(x) = 2.996 is (1.1188, 1.8712). We must now take the antilog to
return to the original units of y: ("% ¢ = (3.06, 6.50).

e. A computer generated residual analysis:

Residual Plots for In(y)
Normal Probability Plot Versus Fits
i 0y .
oy 0.2
E 2w
4 304 H .
By al:: 0.0 2 Y
1 -
o a1 L]
-
1
1.4 .2 0.0 02 04 [ ] | 1)
Tessidual Fiined Value
Histogram Versus Order
4 0.3
024
553
&
: Eo
1 e \
| 4.17
o
02 o0 00 0l 02 03 i z 3 4 5 (] 7 L ]
Residual Otwervation Onder

Looking at the residual vs. fits (bottom right), one standardized residual, corresponding to the third
observation, is a bit large. There are only two positive standardized residuals, but two others are
essentially 0. The patterns in the residual plot and the normal probability plot (upper left) are
marginally acceptable.
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Chapter 13: Nonlinear and Multiple Regression

Tx! =15.501, Iy, =13.352, Zx}? =20.228, Ey/* =16.572, Ex] y; =18.109, from which
B, =1254 and fi, = —468 so f=f =1254 and & = e =.626.

The plots give strong support to this choice of model: in addition, #* = .960 for the transformed data.

SSE = .11536 (computer printout), s = .1024, and the estimated sd of 4, is .0775, so

§_4
t =£‘—L =-1.02. for a P-value at 11 df of P(T'<—1.02) = .16. Since .16 > .05, H, cannot be

0775
rejected in favor of H,.

The claim that pys =2y, 5 isequivalenttoa - 5/ =2a(2.5)7 ,orthat f = 1. Thus we wish test

Hy: B = lversus Hy: f # 1 W=
" G ; 0775

= 3.28, the 2-sided P-value at 11 df is roughly 2(.004) =

.008. Since .008 < .01, H, is rejected at level .01.

No, there is definite curvature in the plot.

With x = temperature and y = lifetime, a linear relationship between In(lifetime) and 1/temperature

implies a model y = exp(a + fix + ¢). Letx’ = 1/temperature and ' = In(lifetime). Plotting y' vs. x' gives

a plot which has a pronounced linear appearance (and, in fact, =954 for the straight line fit).

Zx/ =.082273, Ty, =123.64, 2x/* =.00037813, Zy* =879.88, Zx/y =.57295, from which
,(;’ —13735.4485 and & = —10.2045 (values read from computer output). With x = 220, x' =.004545
so ¥ =-10.2045+3735.4485(.004545) = 6.7748 and thus y=e’ =875.50.

For the transformed data, SSE = 139857, and n, =n, =n, =6, J; =844695, ¥, =6.83157,
.02993/ : ;
¥, =5.32891, from which SSPE = 1.36594, SSLF = .02993, f :]Ts_—gﬁ =.33. Comparing this
LS00Y4 /7 12

to the F distribution with df = (1, 15), it is clear that H, cannot be rejected.
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21.
a. The accompanying scatterplot, left, shows a very strong non-linear association between the variables.
The corresponding residual plot would look somewhat like a downward-facing parabola.
b. The right scatterplot shows y versus 1/x and exhibits a much more linear pattern. We'd anticipate an 7
value very near | based on the plot. (In fact, 7 = .998.)
oo FLLIE
b .-"'.... %04
Juie® \-...'
A0+ & - w4 .
L -
i - - 704 L] .
» 04 = ¥ s 4 =i %
Ll - 504 -
a0 L 40 L]
304 W
L] L]
01, r 3 z 5 . 2 ' 204, = - ; v - —d
n 20 60 =0 L] (1] 140 1L s 0o o018 (il i) 0025 nnso {154 [
s
¢. With the aid of software, a 95% PI for y when x = 100, aka ¥ = 1/x = 1/100 = .01, can be generated.
Using Minitab, the 95% PI is (83.89, 87.33). That is, at a 95% prediction level, the nitrogen extraction
percentage for a single run when leaching time equals 100 h is between 83.89 and 87.33.

23. V(Y)=V(ae™ &) :[r;re"’" T V(€)= a*e -r* where we have set ¥ (z) = r?. If >0, this is an
increasing function of x so we expect more spread in y for large x than for small x, while the situation is
reversed if # < 0. It is important to realize that a scatter plot of data generated from this model will not
spread out uniformly about the exponential regression function throughout the range of x values; the spread
will only be uniform on the transformed scale. Similar results hold for the multiplicative power model.

25. First, the test statistic for the hypotheses Hy: f; = 0 versus H,: p1#0isz=-4.58 witha corresponding P-

value of .000, suggesting noise level has a highly statistically significant relationship with people’s
perception of the acceptability of the work environment. The negative value indicates that the likelihood of
finding work environment acceptable decreases as the noise level increases (not surprisingly). We estimate
that a 1 dBA increase in noise level decreases the odds of finding the work environment acceptable by a
multiplicative factor of .70 (95% CI: .60 to .81).

Syt bis 23.2-350x
- £ _Notice that the estimate probability of finding

23.2-359x

The accompanying plot shows 7 = ————=
T M

work environment acceptable decreases as noise level, x, increases.

[E =y
=3
‘“\.
0E N
\
.

(TS .\\
3 \
* 1 \

04 \

\\
o \
\.\_‘_\_\_\_\--__
i e
5 o 4 n % L L
Node level
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Section 13.3

27.

a. A scatter plot of the data indicated a quadratic regression model might be appropriate.
754 =
| 704 L]
&5
60
35+ =
| il . " L]
| 0 1 T T E 5 & 7 8
| x
b. §=84.482-15.875(6)+1.7679(6)° = 52.88; residual = y, — y, =53-52.88=.12
2
c. SST=3y! ~M =586.88,s0R% =1 CSLITC aee
n 586.88
d. None of the standardized residuals exceeds 2 in magnitude, suggesting none of the observations are
outliers. The ordered z percentiles needed for the normal probability plot are —1.53, —.89, —49, .16,
.16, .49, .89, and 1.53. The normal probability plot below does not exhibit any troublesome features.
Residuals Versus x Normal Probability Plot of the Residuals
2 % /
g IRE i - e &N . g % /
i y : /
& -1
-24 L : /
o 1 2 i H 5 [3 7 # i 2 1 [} 1 2 3
. Standardized Residual
e. [flys =52.88 (from b)and s, 3 =1pss =2.571, so the Cl is
52.88+(2.571)1.69) = 52.88 + 4.34 = (48.54,57.22).
o BT :
f. 12.35+(1.69)* =3.90 . The PIis

SSE=61.77,50 5° T 12.35 and s{pred}
52.88+(2.571)(3.90) = 52.88 £10.03 = (42.85,62.91).

182

© 2016 Cengage Leamning. All Rights Reserved. May not be scanned, copied or duplicated, or posted to a publicly accessible website, in whole or in part.

Telegram: @uni_k

F - B e e R R A R R R R R R A R R e o e o Semmr SRRt o


https://t.me/uni_k

Chapter 13: Nonlinear and Multiple Regression

29.
The table below displays the y-values, fits, and residuals. From this, SSE = 3, & =16.8,
s* =SSE/(n—3)=4.2, and s = 2.05.

y y emy -9
81 821342  -1.13420
83  80.7771 2.22292
79  79.8502  -0.85022
75 72.8583 2.14174
70 721567  -2.15670
43 436398  -0.63985
22 21.5837 0.41630

b. SST=Y (y-7) =3 (y—64.71)=3233.4,50 R* = 1 — SSE/SST = 1 - 16.8/3233.4 = .995, or 99.5%.
995% of the variation in free—flow can be explained by the quadratic regression relationship with
viscosity.

¢. We want to test the hypotheses Hy: f, =0 v. H: i # 0. Assuming all inference assumptions are met,

the relevant ¢ statistic is ¢ = M =_6.55. At n — 3 = 4 df, the corresponding P-value is

0004835
2P(T> 6.55) < .004. At any reasonable significance level, we would reject H, and conclude that the
quadratic predictor indeed belongs in the regression model.

d. Two intervals with at least 95% simultaneous confidence requires individual confidence equal to
100% — 5%/2 = 97.5%. To use the t-table, round up to 98%: £, 4 = 3.747. The two confidence intervals
are 2.1885 + 3,747(.4050) = (.671, 3.706) for f, and —.0031662 + 3.747(.0004835) =
(—.00498, —00135) for f,. [In fact, we are at least 96% confident f; and f, lie in these intervals.]

e. Plug into the regression equation to get j = 72.858. Then a 95% CI for gty 400 is 72.858 £ 3.747(1.198)
= (69.531,76.186). For the P1, s{pred} = /s> +53 = J4.2+(1.198)% =2.374, 50 a 95% PI for ¥ when

x =400 is 72.858 + 3.747(2.374) = (66.271, 79.446). '

31. |
a. R =098.0% or.980. This means 98.0% of the observed variation in energy output can be attributed to |

the model relationship.

2 .

(n-DR' -~k _ 24-1(780=2_ 759 or75.9%. (A more
n—=1-k 24-1-2

precise answer, from software, is 75.95%.) The adjusted R’ value for the cubic model is 97.7%, as seen

in the output. This suggests that the cubic term greatly improves the model: the cost of adding an extra

parameter is more than compensated for by the improved fit.

b. For a quadratic model, adjusted R =

¢. To test the utility of the cubic term, the hypotheses are Hy: fi; = 0 versus Hy: B3 # 0. From the Minitab .
output, the test statistic is # = 14.18 with a P-value of .000. We strongly reject H, and conclude that the ‘
cubic term is a statistically significant predictor of energy output, even in the presence of the lower
terms.

d. Plug x = 30 into the cubic estimated model equation to get y = 6.44. From software, a 95% CI for uyan |
is (6.31, 6.57). Alternatively, y & £425 205y = 6.44 + 2.086(.0611) also gives (6.31, 6.57). Next, a 95% PI
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for ¥-30 is (6.06, 6.81) from software. Or, using the information provided, ¥ + fg2520,/s’ +5f- =

6.44 + 2.086 \f[‘l634)l +(.0611) also gives (6.06, 6.81). The value of s comes from the Minitab
output, where s =.168354.

The null hypothesis states that the true mean energy output when the temperature difference is 35°K is

equal to SW; the alternative hypothesis says this isn’t true.

Plug x = 35 into the cubic regression equation to get y = 4.709. Then the test statistic is

px 4.709-5 _
0523

strongly reject H, (in particular, .000 < .05) and conclude that fiy.s # 5.

-5.6. and the two-tailed P-value at df = 20 is approximately 2(.000) = .000. Hence, we

Alternatively, software or direct calculation provides a 95% CI for gy of (4.60, 4.82). Since this CI
does not include 5, we can reject H, at the .05 level.

20 . Forx=20,x'=0, and jr:,[";:.*)ﬁ?l. Forx=25x'=
10.8012

4629, 50 §=.9671—.0502(.4629) —.0176(.4629)" +.0062(.4629)' =.9407 .

2 w3
5= 9671-.0502 ﬂ]—.ﬂl?ﬁ( =20 1l nosa) = 20 ]
: 10.8012 10.8012 10.8012

=.00000492x° —.000446058x” +.007290688x +.96034944 .

¥ =20 and s, = 10.8012 so x'=

0062

L0031
the cubic term should be deleted.

—2.00. At df = n — 4 = 3, the P-value is 2(.070) = .140 > .05. Therefore, we cannot reject Hy;

SSE=Z(y,-7 ): and the s are the same from the standardized as from the unstandardized model,
so SSE, SST, and R’ will be identical for the two models.

Ty’ =6.355538, Ty, =6.664,s0 SST =.011410. For the quadratic model, R? = 987, and for the

cubic model. B2 = 994. The two R* values are very close, suggesting intuitively that the cubic term is
relatively unimportant.

=In(Y)=Ina+fx+yx’ +In(s)= B, + Bx+fx’ +&' where ¢'=In(¢), f, =In(a), f =5, and

B, =y . Thatis, we should fit a quadratic to (x, In(y)). The resulting estimated quadratic (from computer

output) is 2.00397 +.1799x —.0022x* , s0 B=.1799, 7=-0022,and & =e""" =7.6883. [The In(y)'s

are 3.6136, 4.2499,4,6977, 5.1773, and 5.4189, and the summary quantities can then be computed as
before.]
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Section 13.4

The mean value of y when x; = 50 and x, = 3is 4, ., =800+ .060(50)+.900(3)=4.9 hours.

When the number of deliveries (x,) is held fixed, then average change in travel time associated with a
one-mile (i.e., one unit) increase in distance traveled (x;) is .060 hours. Similarly, when distance
traveled (x,) is held fixed, then the average change in travel time associated with on extra delivery (i.e.,
a one unit increase in x;) is .900 hours.

Under the assumption that ¥ follows a normal distribution, the mean and standard deviation of this
distribution are 4.9 (because x; = 50 and x, = 3) and & = .5 (since the standard deviation is assumed to
be constant regardless of the values of x; and x;). Therefore,

P(Ysﬁ}zP{Zsﬁ_:'g

J = P(Z <220)=.9861. Thatis, in the long run, about 98.6% of all days

will result in a travel time of at most 6 hours.

For x, = 2, x; = 8 (remember the units of x, are in 1000s), and x; = | (since the outlet has a drive-up
window), the average sales are $=10.00-1.2(2)+ 6.8(8)+15.3(1)=77.3 (i.e., $77,300).

For x;=3, x»= 3, and x; = 0 the average sales are y =10.00— 1.2(3)+6.8(5)+15.3(0) =404 (ie.,
$40.400).

When the number of competing outlets (x;) and the number of people within a 1-mile radius (x3)
remain fixed, the expected sales will increase by $15,300 when an outlet has a drive-up window.

R = 834 means that 83.4% of the total variation in cone cell packing density () can be explained by a
linear regression on eccentricity (x;) and axial length (x2). For Hy: B = 2= 0 vs. Hy: at least one f # 0,
Rk 3 834/2
(1-R*)/(n-k-1) (1-.834)/(192-2-1)
at df = (2, 189) is essentially 0. Hence, H, is rejected and the model is judged useful.

~ 475, and the associated P-value

the test statistic is F =

$=35821.792 - 6294.729(1) — 348.037(25) = 20,826.138 cells/mm’.

For a fixed axial length (x,), a 1-mm increase in eccentricity is associated with an estimated decrease in
mean/predicted cell density of 6294.729 cells/mm”.

The error df =n — k-1 = 192 — 3 = 189, so the critical CI value is 725,189 = Zo2s = 1.96. A 95% CI for
By is —6294.729 + 1.96(203.702) = (-6694.020, —~5895.438).

The test statistic is 1 ='—3;‘% = _2.59: at 189 df, the 2-tailed P-value is roughly 2P(T < -2.59)
= 20b(-2.59) = 2(.0048) = .01. Since .01 < .05, we reject Hy. After adjusting for the effect of
eccentricity (x;), there is a statistically significant relationship between axial length (x;) and cell

density (). Therefore, we should retain x; in the model.
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y=18549- 45_97(26) —0.3015(250)+0.0888(2.6)(250) = 48.313.

No, it is not legitimate to interpret /3, in this way. It is not possible to increase the cobalt content, x;,
while keeping the interaction predictor, x;, fixed. When x,; changes, so does x3, since x; = x)x,.

Yes, there appears to be a useful linear relationship between y and the predictors. We determine this
by observing that the P-value corresponding to the model utility test is < .0001 (F test statistic =
18.924).

We wish to test Hy: f: = 0 vs. H,: s # 0. The test statistic is 7 = 3.496, with a corresponding P-value of
.0030. Since the P-value is < a = .01, we reject H; and conclude that the interaction predictor does
provide useful information about y.

A 95% CI for the mean value of surface area under the stated circumstances requires the following
quantities: § =185.49—45.97(2)-0.3015(500)+0.0888(2)(500) =31.598 . Next, ., =2.120,s0

the 95% confidence interval is 31.598(2.120)(4.69) = 31.598£9.9428 = (21.6552,41.5408).

The hypotheses are Hy: f; = 2 = 2 = B =0 vs. H,: at least one fi; # 0. The test statistic is /=
R? Ik _ .946/4
(A=R*)/n-k-1) (1-.946)/20

Table A.9), so the P-value is < .001 and we can reject H, at any significance level. We conclude that
at least one of the four predictor variables appears to provide useful information about tenacity.

=R87.6 > F_um..tz{] =17.10 (the smallest available F-value from

The adjusted R’ value is |- "—"[E} = _"_']_[] i RI] S E(] ~.946)= 935 , which does
n—(k+1){ SST n—(k+1) 20

not differ much from R = .946.

The estimated average tenacity when x;, = 16.5, x, = 50, x; =3, and x, =5 is

3 =6.121-.082(16.5) +.113(50) +.256(3)-.219(5) = 10.091. Fora99% CI, ¢, ,, = 2.845, s0
the interval is 10,091 + 2,845(_350) = (9,095,! 1,08'}'). Therefore, when the four predictors are as
specified in this problem, the true average tenacity is estimated to be between 9.095 and 11.087.

For a 1% increase in the percentage plastics, we would expect a 28.9 kecal’kg increase in energy
content. Also, fora 1% increase in the moisture, we would expect a 37.4 keal/kg decrease in energy
content. Both of these assume we have accounted for the linear effects of the other three variables.

The appropriate hypotheses are Hy: f, = f, = B, = B, =0 vs. H;;: at least one £ # 0. The value of the F-

test statistic is 167,71, with a corresponding P-value that is = 0. So, we reject H and conclude that at
least one of the four predictors is useful in predicting energy content, using a linear model.

Hy: =0 v. Hg: f;# 0. The value of the t test statistic is £ = 2.24, with a corresponding P-value of
.034, which is less than the significance level of .05. So we can reject H and conclude that percentage
garbage provides useful information about energy consumption, given that the other three predictors
remain in the model.
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d.  $=22449+28.925(20)+7.644(25)+ 4.297[40)—37.354(45) =1505.5, and £ 42525 = 2.060. Soa

95% CI for the true average energy content under these circumstances is
1505.5 + (2.060)12.47) = 1505.5 + 25.69 = (1479.8,1531.1). Because the interval is reasonably narrow,

we would conclude that the mean energy content has been precisely estimated.

e. A 95% prediction interval for the energy content of a waste sample having the specified characteristics

is 1505.51(2.060)\/(31.48)2 +(1247)" =1505.5+69.75 = (1435.7,1575.2).

49.
a. Use the ANOVA table in the output to test Hy: fiy = 2= 5 =0 vs. H,: at least one f; # 0. With /=
17.31 and P-value = 0.000, so we reject H, at any reasonable significance level and conclude that the

model is useful.

b. Use the ¢ test information associated with x; to test Hy: f3 =0 vs. Hy: f3 # 0. With = 3.96 and P-value
= 002 < .05, we reject H, at the .05 level and conclude that the interaction term should be retained.

¢. The predicted value of y when x; =3 and x; = 6is=17.279 — 6.368(3) —3.658(6) + 1.7067(3)(6) =
6.946. With error df = 11, £425.11 = 2.201, and the CI is 6.946 * 2.201(.555)=(5.73, 8.17).

d. Our point prediction remains the same, but the SE is now ,/sz +57 =1 722257 4+.555% = 1.809. The
resulting 95% PI is 6.946 + 2.201(1.809) = (2.97, 10.93).

51.
a. Associated with x; = drilling depth are the test statistic 1 = 0.30 and P-value = .777, so we certainly do
not reject Hy: fi; = 0 at any reasonably significance level. Thus, we should remove x5 from the model.

Rk 836/2
b. To test Hy: f = B, = 0 vs. H,: at least 0,use R*: f = - -
est Hy: f = f, =0 vs. Hy: at leastone f 2.0, use R f = ey 2w = 1 g36)/ (9-2-1)

=15.29; at df = (2, 6), 10.92 <1529 < 27.00 = the P-value is between .001 and .01. (Software gives
.004.) In particular, P-value < .05 = reject Hy at the & = .05 level: the model based on x, and x; is
useful in predicting y.

¢. With error df = 6, 55 = 2.447, and from the Minitab output we can construct a 95% CI for fi:
~0.006767 + 2.447(0.002055) = (-0.01180, -0.00174). Hence, after adjusting for feed rate (x,), we are
95% confident that the true change in mean surface roughness associated with a 1rpm increase in
spindle speed is between —.01180 pm and —.00174 pm.

d. The point estimate is j = 0.365 ~0.006767(400) + 45.67(.125) = 3.367. With the standard error
provided, the 95% CI for uy is 3.367 & 2.447(.180) = (2.93, 3.81).

e. A normal probability plot of the e* values is quite straight, supporting the assumption of normally
distributed errors. Also, plots of the e* values against x, and x; show no discernible pattern, supporting
the assumptions of linearity and equal variance. Together, these validate the regression model.
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53. Some possible questions might be:

(1) Is this model useful in predicting deposition of poly-aromatic hydrocarbons? A test of model
utility gives us an F = 84.39, with a P-value of 0.000. Thus, the model is useful.

(2) Is x, a significant predictor of y in the presence of x,? A test of Hy: ff; =0 v. H;:pi#0givesusaf
= 6.98 with a P-value of 0.000, so this predictor is significant.

(3) A similar question, and solution for testing x; as a predictor yields a similar conclusion: with a P-
value of 0.046, we would accept this predictor as significant if our significance level were anything
larger than 0.046.

Section 13.5

55.
a. Totest Hy fy=p=ps =0 vs. Hy: atleast one f # 0, use R%:

i R Ik e 706/3
&= (1-R%)/ (n—k-1) (1-.706)/(12-3~1)
value is between .05 and .01. In particular, P-value < .05 = reject H, at the .05 level. We conclude that
the given model is statistically useful for predicting tool productivity.

= 6.40. At df = (3, 8),4.06 < 6.40 < 7.59 = the P-

b. No: the large P-value (.510) associated with In(x;) implies that we should not reject Hy: fi = 0, and
hence we need not retain In(x;) in the model that already includes In(x/).

¢. Part of the Minitab output from regression In(y) on In(x,) appears below. The estimated regression
equation is In(y) = 3.55 + 0.844 In(x,). As for utility, £ = 4.69 and P-value = .001 imply that we should
reject Hy: fii = 0 — the stated model is useful.

The regression equation is
In(y) = 3.55 + 0.844 1n(x1)

Predictor Coef SE Coef T P
Constant 3.55483 0.01336 266.06 0.000
1n(x1) 0.8439 0.1799 4.69 0.001

d. The residual plot shows pronounced curvature, rather than “random scatter.” This suggests that the
functional form of the relationship might not be correctly modeled — that is, In(y) might have a non-
linear relationship with In(x,). [Obviously, one should investigate this further, rather than blindly
continuing with the given model!]

Residuals Versas Inix1)
[response i Inlyl)

Standardired fesidunl
-

Rl 0,00 ons o
Inixiy
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e. First, for the model utility test of In(x,) and In’(x,) as predictors, we again rely on R%:

Rk : 2
f= = Ll =20.36. Since this is greater than F gg; 29 = 16.39, the

(1-R*)/(n—-k-1) (1-.819)/(12-2-1)
P-value is < .001 and we strongly reject the null hypothesis of no model utility (i.e., the utility of this
model is confirmed). Notice also the P-value associated with In°(x,) is .031, indicating that this

“quadratic” term adds to the model.
Next, notice that when x, = 1, In(x;) = 0 [and In’(x,) = 0* = 0], so we’re really looking at the
information associated with the intercept. Using that plus the critical value £os9 = 2.262, a 95% PI for

the response, In(Y), when x; = 1 is 3.5189 + 2.262 \/r.(,'!3613581 +.0178° =(3.4277, 3.6099). Lastly, to
create a 95% PI for Y itself, exponentiate the endpoints: at the 95% prediction level, a new value of ¥
when x; = 1 will fall in the interval (¢**"", &) = (30.81, 36.97).

k R R: C\ =iszi+2(k+l]—n
5

1 676 647 138.2

2 979 975 i

3 9819 976 3.2

4 9824 4

where s° = 5.9825
a. Clearly the model with k = 2 is recommended on all counts.

b. No. Forward selection would let x; enter first and would not delete it at the next stage.

a. The choice of a “best” model seems reasonably clear—cut. The model with 4 variables including all but
the summerwood fiber variable would seem best. R is as large as any of the models, including the 5-
variable model. R* adjusted is at its maximum and CP is at its minimum. As a second choice, one
might consider the model with £ =3 which excludes the summerwood fiber and springwood %

variables.

b. Backwards Stepping:

Step 1: A model withall 5 variables is fit; the smallest t-ratio is = .12, associated with variable x;
(summerwood fiber %). Since =.12< 2, the variable x, was eliminated.

Step 2: A model with all variables except x; was fit. Variable x; (springwood light absorption) has
the smallest r-ratio (f = —1.76), whose magnitude is smaller than 2. Therefore, x, is the next
variable to be eliminated.

Step 3: A model with variables x; and x; is fit. Both r-ratios have magnitudes that exceed 2, so both
variables are kept and the backwards stepping procedure stops at this step. The final model
identified by the backwards stepping method is the one containing x; and xs.
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Chapter 13: Nonlinear and Multiple Regression

Forward Stepping:

Step 1: After fitting all five 1-variable models, the model with x; had the #-ratio with the largest
magnitude (t=-4.82). Because the absolute value of this t-ratio exceeds 2, x5 was the first
variable to enter the model.

Step 2: All four 2-variable models that include x; were fit. That is, the models {x3, x1}, {x3, X2},

{x3, Xs), {x3, x5} were all fit. Ofall 4 models, the 7-ratio 2.12 (for variable xs) was largest in
absolute value. Because this f-ratio exceeds 2, xs is the next variable to enter the model.

Step 3: (not printed): All possible 3-variable models involving x; and x; and another predictor. None
of the t-ratios for the added variables has absolute values that exceed 2, so no more variables are
added. There is no need to print anything in this case, so the results of these tests are not shown.

Note: Both the forwards and backwards stepping methods arrived at the same final model, {x3, X5}, in
this problem. This often happens, but not always. There are cases when the different stepwise
methods will arrive at slightly different collections of predictor variables.

If multicollinearity were present, at least one of the four R? values would be very close to 1, which is not
the case. Therefore, we conclude that multicollinearity is not a problem in this data.

Before removing any observations, we should investigate their source (e.g., were measurements on that
observation misread?) and their impact on the regression. To begin, Observation #7 deviates significantly
from the pattern of the rest of the data (standardized residual = —2.62); if there’s concern the PAH
deposition was not measured properly, we might consider removing that point to improve the overall fit. If
the observation was not mis-recorded, we should not remove the point.

We should also investigate Observation #6: Minitab gives hes = .846 > 3(2+1)/17, indicating this
observation has very high leverage. However, the standardized residual for #6 is not large, suggesting that
it follows the regression pattern specified by the other observations. Its “influence” only comes from
having a comparatively large x; value.
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Supplementary Exercises

65.
a.

Boxplots of ppv by prism quality

(means are indicated by solid tircies)

wo- N ]

00—

prism qualitty

A two—sample t confidence interval, generated by Minitab:
Two sample T for ppv

prism qu N Mean Sthev SE Mean
cracked 12 827 295 85
not cracke 18 483 234 &5
95% CI for mu (cracked ) — mu (not cracke): | 132, 557)

b. The simple lincar regression results in a significant model, # is .577, but we have an extreme
observation, with std resid = —4.11. Minitab output is below. Also run, but not included here was a
model with an indicator for cracked/ not cracked, and for a model with the indicator and an interaction

term. Neither improved the fit significantly.

The regression equation 1is
ratic = 1.00 -0.000018 ppv

Predictor Coef StDev T B
Constant 1.00161 0.00204 491,18 0.000
PRV -0.00001827 0.00000295 -6.19 0.000
S = 0.004892 R-8q = 57.7% R-Sq(adj) = 56.2%

Analysis of Variance

Source DF S5 MS F P
Regression 1 0.00091571 0.00091571 38.26 0.00L
Residual Error 28 0.00067016 0.00002393

Total 29 0.00158587

Unusual Observations
Obs PPV ratio Fit StDev Fit
29 1144 0.962000 0.980704 0.001786

R denotes an observation with a large standardized residual
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67.
a. After accounting for all the other variables in the regression, we would expect the VO,max to decrease
by .0996, on average for each one-minute increase in the one-mile walk time.

b. After accounting for all the other variables in the regression, we expect males to have a VO;max that is
6566 L/min higher than females, on average.

c. §=3.5959+.6566(1)+.0096(170)~.0996(11)~.0880(140)=3.67. The residual is
7=(3.15-3.67)=-52.

4 Ri=1 SSE_, 301033
SST 1023922

the model relationship.

=,706, or 70.6% of the observed variation in VO.max can be attributed to

e, Totest Hy: fy =f>= Py =Ps =0 vs. H,: at least one f # 0, use R’:
1 R* [k x 706/4
S =R kD) (1=.706)/(20-4-1)
less than .05, so Hj is rejected. It appears that the model specifies a useful relationship between
VO,max and at least one of the other predictors.

=9.005. Atdf = (4, 15), 9.005 > 8.25 = the P-value is

69.
a. Based on a scatter plot (below), a simple linear regression model would not be appropriate. Because of
the slight, but obvious curvature, a quadratic model would probably be more appropriate.

350 —f
-
"
L . »
L ]
.
250 — L]
g X,
-
E -
= 150 — -
-
.
T T T T T
0 100 200 300 400
Pressure

b. Using a quadratic model, a Minitab generated regression equation is
»=35.423+1.7191x-.0024753x" , and a point estimate of temperature when pressure is 200 is
»=280.23. Minitab will also generate a 95% prediction interval of (256.25, 304.22). That is, we are

confident that when pressure is 200 psi, a single value of temperature will be between 256.25 and
304.22°F.
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71.

a, Using Minitab to generate the first order regression model, we test the model utility (to see if any of
the predictors are useful), and with /= 21.03and a P-value of .000, we determine that at least one of the
predictors is useful in predicting palladium content. Looking at the individual predictors, the P-value
associated with the pH predictor has value .169, which would indicate that this predictor is
unimportant in the presence of the others.

b. We wish to test Hy: f, =...= f,, =0 vs. H,: atleast one § # 0. With calculated statistic /= 6.29 and P-
value .002, this model is also useful at any reasonable significance level.

¢. Testing Hy: fig =...= fay =0 vs. H,: at least one of the listed f’s #0, the test statistic is

716.10—-290.27) /(20 - / ;
Ji= ( . i) =1.07 <Fgsis.1 = 2.72. Thus, P-value > .05, so we fail to reject H
290.27(32-20-1)

and conclude that all the quadratic and interaction terms should not be included in the model. They do
not add enough information to make this model significantly better than the simple first order model.

d. Partial output from Minitab follows, which shows all predictors as significant at level .05:
The regression equation is
pdconc = - 305 + 0.405 niconc + 69.3 pH - 0.161 temp + 0.953 currdens
+ 0.355 pallcont - 4.14 pHsq

Predictor Coef StDewv T F
| Constant -304.85 93.98 -3.24 .003
| niconec 0.40484 0.09432 4,29 .000
pH 69.27 21.96 7, 1 B4 .004
temp -0.16134 D.07055 -2.29 .031
currdens 0.9%2% 0.3570 2.78 .010
pallcont 0.35460 0.03381 10.49 .000
pHsqg =4,138 1.293 -3.20 . 004

cCocoOo00 oo

73

29

a. We wish to test Hy: f; = f> = 0 vs. H,: either f; or i # 0. With R? =1 ~ 20088 = .9986 , the test

AR bis Bl __ 9986/2  _ 783 where k=2 for the quadratic model.
(1-R))/(n—k—-1) (1-.9986)/(8—-2-1)
Clearly the P-value at df = (2,5) is effectively zero, so we strongly reject Hy and conclude that the

quadratic model is clearly useful.

b. The relevant hypotheses are H,: 2= 0 vs. Hy: f» #0. The test statistic value is

_ By _—00163141-0 _ 10\ 05 Gf the P-value is 2P(T'> |-48.1)) = 0. Therefore, H is rejected.

=L =

S 200003391

i

The quadratic predictor should be retained.

¢. No. Risextremely high for the quadratic model, so the marginal benefit of including the cubic
predictor would be essentially nil — and a scatter plot doesn’t show the type of curvature associated

with a cubic model.

d. topss =2571,and f, +f,(100)+ B, (100) =21.36, so the Cl is 21.36 +2.571(.1 141)=21.36+.29
= (21.07,21.65).
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e. First, we need to figure out s” based on the information we have been given: s* = MSE = SSE/df =
29/5 = 058, Then, the 95% PI is 21.36.+2.571¢/.058+ (.1141)% =21.36+0.685 = (20.675,22.045).

75.
a. Totest Hy: B =, =0vs. Hy: either f, or B, # 0, first find R%: SST = 5 —(Ey)' I n=264.5= R =
.898/2
1-.898)/(10-2=1)
corresponds to a P-value of = 0. Thus, H, is rejected at significance level .01 and the quadratic model
is judged useful.

1 — SSE/SST =1 - 26.98/264.5 = .898. Next, [ = { =30.8, which at df = (2,7)

b. The hypotheses are Hy: B, = 0 vs. H,: > # 0. The test statistic value is t = (-2.3621 — 0)/.3073 = -7.69,
and at 7 df the P-value is 2P(T = |-7.69|) = 0. So, H, is rejected at level .001. The quadratic predictor
should not be eliminated.

¢. x=1 here, ;}” =f§u +J{;}’!(1)+ﬁ3(l)} =45.96, and £ 57 = 1.895, giving the CI
45.96 + (1.895)1.031)=(44.01,47.91).

7%
a. The hypotheses are Hy: f; = f2 = 3 = 4= 0 versus H,: at least one f; # 0. From the output, the F-
statistic is f= 4.06 with a P-value of .029. Thus, at the .05 level we reject Hy and conclude that at least
one of the explanatory variables is a significant predictor of power.

b. Yes, a model with B = .834 would appear to be useful. A formal model utility test can be performed:
o R® | k o 834/3
/= (1-R)/[n—(k+1)] (1-.834)/[16-4]
the mode including {xs, x4, x5x4} is useful.

= 20,1, which is much greater than F 531> = 3.49. Thus,

We cannot use an F test to compare this model with the first-order model in (a), because neither model
is a “subset” of the other, Compare {x;, X3, X3, Xs} t0 {X3, X4, X3Xa}.

¢. The hypotheses are Hy: fs = ... = 1o = 0 versus H,: at least one of these f; # 0, where f; through f,, are
the coefficients for the six interaction terms, The “partial F test” statistic is

T K : T 3 ‘f ¥ - . f’. 43 . .
f= (SSE,-SSE,)/(k—1) __(Ri : R)/(k=1) _ (960-.596)/(10-4) _ 7.58, which is greater
SSE, /[n—(k+1)] (1-R)/[n—=(k+1)] (1-.960)/[16~(10+1)]
than F 545 = 4.95. Hence, we reject H, at the .05 level and conclude that at least one of the interaction
terms is a statistically significant predictor of power, in the presence of the first-order terms.

79. There are obviously several reasonable choices in each case. In a, the model with 6 carriers is a defensible
choice on all three grounds, as are those with 7 and 8 carriers. The models with 7, 8, or 9 carriers in b

merit serious consideration. These models merit consideration because R f , MSE;, and C; meet the variable
selection criteria given in Section 13.5.

a. The relevant hypotheses are Hy : f, =...= fls =0 vs. Hy: at least one among f,...., fs #0. f=
8278,

.173/11
. that there is a useful linear relationship between Y and at least one of the predictors.

106.1 = Fos5.111 = 2.29, so P-value < 05, Hence, H is rejected in favor of the conclusion
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b. g5y =1.66,s0the Clis .041£(1 66)016)= 041 £.027 = (014,.068). f is the expected change in

mortality rate associated with a one-unit increase in the particle reading when the other four predictors
are held fixed; we can be 90% confident that .014 < £, < .068.

p,-0_.047
& 007

H, is rejected and this predictor is judged important.

c. Intesting Hy: s = 0 versus Hy: fs #0, t= = 5.9, with an associated P-value of = 0. So,

d.  §=19.607+.041(166)+.071(60)+ .001(788)+ 041(68)+.687(95)=99.514 , and the corresponding residual is
103 — 99.514 = 3.486.

Taking logs, the regression model is In(¥) = fo+ B In(xy) + B In(xz) + ¢’ where iy = In(a). Relevant
Minitab output appears below.

a. From the output, /3, =10.8764, 5, =~1.2060, §, = —1.3988 . In the original model, solving for & retums
@ =exp(B,) = "™ =52,912.77.

b. From the output, R° = 78.2%, so 78.2% of the total variation in In(wear life) can be explained by a
linear regression on In(speed) and In(load). From the ANOVA table, a test of Hy: f; = ff, = 0 versus
H,: at least one of these #'s # 0 produces f=42.95 and P-value = 0.000, so we strongly reject H, and
conclude that the model is useful.

¢. Yes: the variability utility r-tests for the two variables have ¢ =-7.05, P = 0.000 and ¢ = -6.01,P=
0.000. These indicate that each variable is highly statistically significant.

d. With In(50) = 3.912 and In(5) = 1.609 substituted for the transformed x values, Minitab produced the
accompanying output. A 95% PI for In(Y) at those settings is (2.652, 5.162). Solving for ¥ itself, the
95% PI of interest is (¢**, &%) = (14.18, 174.51).

The regression equation is
In{y) = 10.9 - 1.21 ln(x1l) - 1.40 ln(x2)

Predictor Coef SE Coef T P
Constant 10.8764 0.7872 13.82 Q.000
ln(x1l) =1.2060 g.1710 -7.05 0.000
1n(x2) -1.3988 0.2327 -6.01 0.000
S = 0.596553 R-8g = 78.2% R-Sg(adj) = 76.3%

Analysis of Variance

Source DF SS MS F P
Regression 2 30.568  15.284 42.95 0.000
Residual Error 24 8.541 0.356

Total 26:-.39,109

Predicted Values for New Observations

New Obs  Fit SE Fit 95% CI 95% PI
1 3,907 0.118 (3.663, 4.151) (2.652, 5.162)
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Section 14.1

tn
b

For each part, we reject H, if the P-value is < &, which occurs if and only the calculated ¥’ value is greater
than or equal to the value 7., , from Table A.7.

a. Since 12.25> y;,, =9.488, P-value < .05 and we would reject H;.

b. Since 8.54 < y{,, =11.344 , P-value > .01 and we would fail to reject Hy.

c. Since4.36 <y}, =4.605, P-value > .10 and we would fail to reject Hy.

d. Since 10.20< y: , =15.085, P-value > .01 we would fail to reject H,.

The uniform hypothesis implies that p, =1=.125 fori=1, ..., 8, so the null hypothesis is
H, : Py = Pay == Py =-125. Each expected count is npjo = 120(.125) = 15, so

15

reject Hy. There is not enough evidence to disprove the claim.

3 2-15)’ =15)"
XL:FI 5) +...+(m’]5 ) =4.80. Atdf=8—-1=7,4.80 < 12.10 = P-value > .10 = we fail to

The observed values, expected values, and corresponding xz terms are :

Obs B 15 23 25 38 21 32 14 10 8

Exp. | 667 1333 20 26.67 33.33 3333 26.67 20 1333 = 6.67

-

i 1.069 209 450 105 654 .163 1.065 1.800 832 .265

L =1.069+ ...+ .265=6.612. Withdf =10-1=9,6.612 < 14.68 = P-value > .10 = we cannot reject
He. There is no significant evidence that the data is not consistent with the previously determined
proportions.

We test H,: p, = p, = p, = p, =-25 vs. H,: at least one proportion # .25, and df = 3.

Cell I 2 3 4
Observed 328 334 372 327
Expected  340.25 340.25 340.25 34.025

¥ term 4410 1148 2.9627 5160

13 — 4.0345, and with 3 df, P-value > .10, so we fail to reject H,. The data fails to indicate a seasonal
relationship with incidence of violent crime,
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9.
a. Denoting the 5 intervals by [0, ¢1), [c1, €2); .-+, [c4, ), We wish ¢; for which
2=P(0sX<¢)= L edx=1-¢",s0c = -In(.8) =.2231. Then
2=P(e,sX% ('2] =4=P(0<X,=< c‘l) =1-¢€" 50 ¢, =-In(.6) =.5108. Similarly, ¢;=-In(.4) =
0163 and ¢, = —In(.2) = 1.6094. The resulting intervals are [0, .2231), [.2231, .5108), [.5108, .9163),
[.9163, 1.6094), and [1.6094, ©).
b. Each expected cell count is 40(.2) = 8, and the observed cell counts are 6, 8, 10, 7, and 9, 50
2 2
” 6-8) 9-8) 3
7 =[( g ) +‘__+( 5 ) }: 1.25. Because 1.25 < y%,. =7.779 , even at level .10 H, cannot be
rejected; the data is quite consistent with the specified exponential distribution.
11.

a. The six intervals must be symmetric about 0, so denote the 4™ 5™ and 6™ intervals by [0, a), [a. b),
[b, 20). The constant a must be such that ®(a)= 6667 (% +1), which from Table A.3 gives a = 43.

Similarly, ®(b) = .8333 implies b = 97, so the six intervals are (o0, -97), [-.97,—43),[-43,0),
[0, .43), [.43, .97), and [ .97, ).

b. The six intervals are symmetric about the mean of .5. From a, the fourth interval should extend from
the mean to .43 standard deviations above the mean, i.e., from .5 to 5+ 43(.002), which gives
[.5, .50086). Thus the third interval is [.5 - 00086, .5) = [.49914, .5). Similarly, the upper endpoint of
the fifth interval is .5 + .97(.002) = .50194, and the lower endpoint of the second interval is .5 — .00194
— 49806. The resulting intervals are (—0, .49806), [.49806, .49914), [ 49914, .5). [.5, .50086),
[.50086, .50194), and [.50194, ).

¢. Each expected count is 45(1/6) = 7.5, and the observed counts are 13, 6,6, 8,7, and 5, so Y =5.53.
With 5 df, the P-value > .10, so we would fail to reject Hy at any of the usual levels of significance.
There is no significant evidence to suggest that the bolt diameters are not normally distributed with
p=.5 and o =.002.

Section 14.2

13. According to the stated model, the three cell probabilities are (1 - p), 2p(1 —p), and p’, so we wish the

value of p which maximizes (1- p)™"[2p(1- p)|" p™ . Proceeding as in Example 14.6 gives

p= %ﬂ = % — (0843 . The estimated expected cell counts are then n(1- p) =1163.85,
n 2

n[2p(1- p)] =21429, np’ =9.86 . This gives

) _[(_12_12#:_1£§);‘+(ns‘;—214.29)2 +(58-9.36)l

—2803. Withdf=4-1-1=2,2803>13.81
1163.85 214.29 9.86

— P-value < 001 = H, is soundly rejected. The stated model is strongly contradicted by the data.
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15.  The part of the likelihood involving 6 is [[1 -0)* }’ : [9(1 -0y } : [93 (1-o0y ]‘ :

[91(1 - 9.]}.4 ‘[94 r.‘ = g4 Inasng () _9)4ni+3ﬂ3+3n,+n: =673 (1- 6)**" , 50 the log-likelihood i

< 1 -
2331n @ + 367 In(1-@). Differentiating and equating to 0 yields & = ;73(3) =.3883, and (: —a)z 6117
[note that the exponent on @ is simply the total # of successes (defectives here) in the n = 4(150) = 600

trials]. Substituting this # into the formula for p; yields estimated cell probabilities .1400, .3555, .3385,
.1433, and .0227. Multiplication by 150 yields the estimated expected cell counts are 21.00, 53.33, 50.78,
21.50, and 3.41. the last estimated expected cell count is less than 5, so we combine the last two categories
into a single one (> 3 defectives), yielding estimated counts 21.00, 53.33, 50.78, 24.91, observed counts 26,

51,47,26,and 7> =1.62. Withdf=4—1-1=2, since1.62 < y7,, = 4.605, the P-value > .10, and we
do not reject Hy. The data suggests that the stated binomial distribution is plausible.

(0)(6)+(1)(24)+(2)(42) + .+ (8)(6) +(3)(2) L 3.88, so the estimated cell probabilities

17 AsAman 300 300
are computed from p =% erls—)l .
X 0 1 2 3 4 5 6 7 28
np(x) 6.2 220 1 4616 7 603V R SRS S Ras TN 29 SRIRG S HE1 3.3
obs 6 24 42 59 62 44 41 14 8

This gives ¥° = 7.789. Atdf=9 — 1 — 1 =7, 7.789 < 12.01 = P-value > .10 = we fail to reject Hy. The
Poisson model does provide a good fit.

19. With 4 = 2n, + ny +ns, B=2n, + ny + ng, and C = 2n; + ns + ng, the likelihood is proportional to

60" (1-6,-6, ]c' . Taking the natural log and equating both O and 9 to zero gives e

a6, aé, & 168
B6
and —= ———C—.whence a, =——£]~, Substituting this into the first equation gives &, =—A——' and
g 1-6-8 A A+B+C
B s 2m+n,+n. ~» 2n,+n,+n A 2 2n, +n,+n
then 6, = . Thus f=—""—*—= 9 ="2—2—2% and (1-6,-6,|=—"""7=.
- A+B+C : 2n ; 2n ( : ) 2n
~ 2(49)+20 ~
Substituting the observed n,’s yields 6, :—(-—-)f—tié =.4275, @, = i 2750, and
400 - 400

2

(1-6,-6,)= 2975, from which p, =(.4275)" =.183, p, =.076, p, =.089, p, = 2(:4275)(275)=.235,
p.=.254, p,=.164.

Category | 1 2 3 4 5 6
np 36.6 15.2 17.8 47.0 50.8 32.8
observed 49 26 14 20 53 38

This gives x° = 29.1. Atdf = 6 — 1 — 2 = 3, this gives a P-value less than .001. Hence, we reject Hi.
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21. The Ryan-Joiner test P-value is larger than .10, so we conclude that the null hypothesis of normality cannot
be rejected. This data could reasonably have come from a normal population. This means that it would be |
legitimate to use a one-sample ¢ test to test hypotheses about the true average ratio. ({1

23, Minitab gives » = 967, though the hand calculated value may be slightly different because when there are
ties among the x;;’s, Minitab uses the same y; for each x; in a group of tied values. ¢y =.9707, and ¢ s = ‘ |
9639, so .05 < P-value < .10. At the 5% significance level, one would have to consider population f
normality plausible. ({11

Section 14.3

25. The hypotheses are Hj: there is no association between extent of binge drinking and age group vs. 1l
H,: there is an association between extent of binge drinking and age group. With the aid of software, the _
calculated test statistic value is ¥° = 212.907. With all expected counts well above 5, we can compare this |
value to a chi-squared distribution with df = (4 - 1)(3 — 1) = 6. The resulting P-value is = 0, and so we :
strongly reject H, at any reasonable level (including .01). There is strong evidence of an association ‘ |
between age and binge drinking for college-age males. In particular, comparing the observed and expected f
counts shows that younger men tend to binge drink more than expected if Hy were true.

27. With i = 1 identified with men and 7 = 2 identified with women, and j = 1, 2, 3 denoting the 3 categories ’
L>R, L=R, L<R, we wish to test Ho: py; = ps; forj =1, 2, 3 vs. H,: py; # py for at least one j. The estimated |
cell counts for men are 17.95, 8.82, and 13.23 and for women are 39.05, 19.18, 28.77, resulting in a test
statistic of y* = 44.98. With (2 — 1)(3 — 1) = 2 degrees of freedom, the P-value is <.001, which strongly
suggests that H, should be rejected.

29.
a. The null hypothesis is Hy: py; = py = py for j = 1,2, 3, 4, where p;; is the proportion of the ith
population (natural scientists, social scientists, non-academics with graduate degrees) whose degree of
spirituality falls into the jth category (very, moderate, slightly, not at all).

From the accompanying Minitab output, the test statistic value is ¥’ =213.212 with df = (3-1)(4-1) =
6, with an associated P-value of 0.000. Hence, we strongly reject H,. These three populations are not
homogeneous with respect to their degree of spirituality.
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Chi-Square Test: Very, Moderate, Slightly, Not At All

Expected counts are printed below observed counts
Chi-Square contributions are printed below expected counts

Very Moderate Slightly Not At All Total

1 56 162 198 211 627
78.60 195.25 183.16 170.00
6.497 5.662 1.203 9.889

2 56 223 243 239 761
95.39 236.98 222.30 206.33
16.269 0.824 1.928 5.173

3 108 164 74 28 375
47.01 116.78 109.54 101.67
8l1.752 15.098 11.533 53.384

Total 221 549 515 478 1763

Chi-Sq = 213.212, DF = 6, P-Value = 0.000

b. We're now testing Hy: py; = py; for j = 1, 2. 3, 4 under the same notation, The accompanying Minitab
output shows f = 3.091 with df = (2-1)(4-1) = 3 and an associated P-value of 0.378. Since this is
larger than any reasonable significance level, we fail to reject /. The data provides no statistically
significant evidence that the populations of social and natural scientists differ with respect to degree of

spirituality.

Chi-Square Test: Very, Moderate, Slightly, Not At All

Expected counts are printed below observed counts
Chi-Square contributions are printed below expected counts

Very Moderate Slightly Not At All Total

a 56 162 198 2L 627
50.59 173.92 199.21 203.28
0.578 0.816 0.007 0.293

2 56 223 243 239 761
61.41 211.08 241.79 246.72
0.476 0.673 0.006 0.242

Total 112 385 441 450 1388

Chi-8g = 3.091, DF = 3, P-Value = 0.378
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Chapter 14: Goodness-of-Fit Tests and Categorical Data Analysis

a. The accompanying table shows the proportions of male and female smokers in the sample who began
smoking at the ages specified. (The male proportions were calculated by dividing the counts by the
total of 96: for females, we divided by 93.) The patterns of the proportions seems to be different,

suggesting there does exist an association between gender and age at first smoking.

Gender
Male Female
<16 0.26 0.11
Age 16-17 0.25 0.34
18-20 0.29 0.18
>20 0.20 0.37

The hypotheses, in words, are Hy: gender and age at first smoking are independent, versus H,

: gender

and age at first smoking are associated. The accompanying Minitab output provides a test statistic
value 01:)/52 = 14.462 at df = (2-1)(4-1) = 3, with an associated P-value of 0.002. Hence, we would
reject Hy at both the .05 and .01 levels. We have evidence to suggest an association between gender

and age at first smoking.

Chi-Square Test: Male, Female

Expected counts are printed below cbserved counts
Chi-Square contributions are printed below expected counts

Male Female Total
1 25 10 35
17.78 17.22
2,934 3029
2 24 32 56
28.44 27.56
0.694 0.717
3 28 1 45
22.86 22,14
Relohy 1.194
4 19 34 53
26.92 26.08
2.330 2.406
Total 96 93 189
Chi-Sq = 14.462, DF = 3, P-Value = 0.002
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5
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rl
2 4 * » . - - - .
7° =E£X—%—n. This formula is computationally efficient because there is only one subtraction to be

.

i

performed, which can be done as the last step in the calculation.

o ng - nn.
With pj, denoting the common value of pys, pia, Pys, and py under Hy, py =—" and Ey = E0.  where
n
4 4
ny = z::m and n= Zn; . With four different tables (one for each region), there are 4(9 — 1) = 32
k=1 k=1

freely determined cell counts. Under Hy, the nine parameters pyi, ..., Pa3 must be estimated, but ZZp; =1,

so only 8 independent parameters are estimated, giving y° df = 32 — 8 = 24. Note: this is really a test of
homogeneity for 4 strata, each with 3x3=9 categories. Hence, df = (4 - 1)(9 - 1) =24.

Supplementary Exercises

37

39.

41.

There are 3 categories here — firstborn, middleborn, (2" or 3™ born), and lastborn. With p,, p1, and p;
denoting the category probabilities, we wish to test Hy: p; = .25, p, = .50, p; = .25 because p, = P(2™ or 3™
born) = .25 + .25 = .50. The expected counts are (31)(.25) = 7.75, (31)(.50) = 15.5, and 7.75, so

2 _(12-775F (U-155)  B-775) 5. Atdf=3-1=2,3.65<5992 = P-value>.05 = H,is
7.75 15.5 7.75

not rejected. The hypothesis of equiprobable birth order appears plausible.

a. For that top-left cell, the estimated expected count is (row total)(column total)/(grand total) =
(189)(406)/(852) = 90.06. Next, the chi-squared contribution is (O — E)/E = (83 — 90.06)%/90.06 =
0.554.

b. No: From the software output, the P-value is .023 > .01. Hence, we fail to reject the null hypothesis of
“no association” at the .01 level. We have insufficient evidence to conclude that an association exists
between cognitive state and drug status. [Note: We would arrive at a different conclusion for a = .05.]

The null hypothesis Hy: p; = p; p, states that level of parental use and level of student use are independent
in the population of interest. The test is basedon (3 - 1)(3 - 1) =4 df.

Estimated expected counts

119.3 57.6 58.1 235
82.8 33.9 40.3 163
23.9 11.5 11.6 47
226 109 110 | 445

The calculated test statistic value is xz =224;atdf=(3- 1)(3 — 1) =4, the P-value is < .001, so H; should
be rejected at any reasonable significance level. Parental and student use level do not appear to be
independent.
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43, This is a test of homogeneity: Ho: py=py=pyforj=1, 2.3, 4, 5. The given SPSS output reports the
cglcylated ¥ = 70.64156 and accompanying P-value (significance) of .0000. We reject Hy at any
significance level. The data strongly supports that there are differences in perception of odors among the

three areas.
45. (m=npy)’ =(npyy—m, ) =(n-n-n(1 —p,u))z =(n, ~npy, )’ . Therefore
2 :(nl = ?pr]: +(ﬂ? —HP;:;)?_ Ik (?h — APy, )ﬁ (i_+_£_]
NPy, NPy n, P P

;(EL_ ] [ n _\J_{f;ﬁ"f’iu)- = =9
Po |- = W
n PioP PP In

47.
a. Our hypotheses are Hy: no difference in proportion of concussions among the three groups v. H,: there
is a difference in proportion of concussions among the three groups.

No
Observed Concussion Concussion Total
Soccer 45 46 91
Non Soccer 28 68 96
Control 8 45 53
Total 81 159 240
No
Expected Concussion Concussion Total
Soccer 30.7125 60.2875 91
Non Soccer 324 63.6 96
Control 17.8875 37.1125 53
Total 81 159 240

2 _ (45-30.7125)° +[46—60.2875)2 +(2842.4)2 +(68—63.6]

30.7125

60.2875

5

32.4

8—17.8875) (45-37.1125)’ :

+( ) +( l ) = 19.1842. The df for this test is(I-1)J-1)=2, so the P-value is
17.8875 37.1125

less than .001 and we reject Ho. There isa difference in the proportion of concussions based on

whether a person plays soccer.

b. The sample correlation of r = -.220 indicates a weak negative association between “soccer exposure”
and immediate memory recall. We can formally test the hypotheses Hy: p =0 vs H,: p<0. The test

Jdn=2 —
i i 22,89 — _2.13. At significance level a = .01, we would fail to reject Hy

statistic is 7 = =
A1-72  1-22°

and conclude that there is no significant evidence of negative association in the population.
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Chapter 14: Goodness-of-Fit Tests and Categorical Data Analysis

¢. We will test to see if the average score on a controlled word association test is the same for soccer and
non-soccer athletes. Hy: pty = > vs Hy: gy # p15. Since the two sample standard deviations are very
close, we will use a pooled-variance two-sample ¢ test. From Minitab, the test statistic is £ = —0.91, with
an associated P-value of 0.366 at 80 df. We clearly fail to reject H; and conclude that there is no
statistically significant difference in the average score on the test for the two groups of athletes.

d. Our hypotheses for ANOVA are Hj: all means are equal vs F,: not all means are equal. The test

statistic is f = MSTr.
MSE
SSTr=91(.30-.35)" +96(.49 —.35)" +53(.19—.35)" = 3.4659 MSTr = =1.73295

SSE =90(.67)% +95(.87)% + 52(.48)> =124.2873 and MSE = Eﬁfj =.5244 .

1.73295

Now, [ = =3.30. Using df = (2,200) from Table A.9, the P-value is between .01 and .05. At

significance level .05, we reject the null hypothesis. There is sufficient evidence to conclude that there
is a difference in the average number of prior non-soccer concussions between the three groups.

According to Benford’s law, the probability a lead digit equals x is given by logio(1 +1/x) forx=1, ..., 9.
Let p; = the proportion of Fibonacci numbers whose lead digit is i (i = 1, ..., 9). We wish to perform a
goodness-of-fit test Hy: p; = logyo(1 + 1/i) for i =1, ..., 9. (The alternative hypothesis is that Benford’s
formula is incorrect for at least one category.) The table below summarizes the results of the test.

Digit 1 2 3 4 5 6 7 8 9

Obs. # 25 16 11 7 7 5 4 6 )

Exp. # 2559 1497 10.62 R824 6.73 5.69 4.93 4.35 3.89

Expected counts are calculated by np; = 85 logo(1 + 1/i). Some of the expected counts are too small, so
combine 6 and 7 into one category (obs = 9, exp = 10.62); do the same to 8 and 9 (obs = 10, exp = 8.24).

(25-25597 , (10-8.24)°
25.59 8.24
there are 7 categories after the earlier combining). Software provides a P-value of .988!

The resulting chi-squared statistic is 3° = =0.92atdf=7—1=6 (since

We certainly do not reject H, — the lead digits of the Fibonacci sequence are highly consistent with
Benford’s law.
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CHAPTER 15

Section 15.1

1. Refer to Table A.13.
a. Withn =12, Py(S.>56)=.102.

b. Withn =12, 61 <62 < 64 => Py(S. > 62) is between .046 and .026.

c. Withn =12 and a lower-tailed test, P-value = Py(S, = n(n + 1)/2 —5.) = Po(S. 2 12(13)/2-20) =
Py(S. > 58). Since 56 < 58 < 60, the P-value is between 055 and .102.

d. With n = 14 and a two-tailed test, P-value = 2Py(S. = max {21, 14(15)2 - 21}) = 2Py(S+ = 84) = .025.

e. With n =25 being “off the chart,” use the large-sample approximation:

Z~ ol l =300‘2.5(26“4 = 3.7 = two-tailed P-value = 2P(Z> 3.7) = 0.
Jn(n+1)2n+1)/24  J25(26)(51)/ 24

3. We test Ho: ¢ = 7.39 vs. H: i # 7.39, s0 a two tailed test is appropriate. The (x; - 7.39)'s are —.37, .04,

-05,-22,—11, .38, -30,—.17, .06, —.44, .01, -.29,-07, and —.25, from which the ranks of the three
positive differences are 1, 4, and 13. Thus s, =1+ 4 +13 = 18, and the two-tailed P-value is given by
2Py(S. > max{18, 14(15)/2 - 18}) = 2P(S; = 87), which is between 2(.025) and 2(.010) or .05 and .02. In
particular, since P-value < .05, Hy is rejected at level .05.

5. The data are paired, and we wish to test Hy: up = 0 vs. Hy: up#0.

d; =3 28" 39 6 1.2 =11 29 1.8 S 23 9 25
rank 1 10* 12% 3* 6* 5 11* ™ 28 g* 4% 9*
5.=10+ 12 + ... + 9 =172, so the 2-tailed P-value is 2Py(S, = max {72, 12(13)2 - 72}) = 2Py(S: 2 72) <
2(.005) = .01. Therefore, H, is rejected at level 05.

1= The data are paired, and we wish to test Ho: sp = 20 vs. H,: up > .20 where fp = fowdoor — Hindoar: Because
n =33, we’ll use the large-sample test.

d; di—.2 rank d; di— .2 rank d;i di—.2 rank
0.22 0.02 2 0.15 -0.05 5.5 0.63 0.43 23
0.01 —0.19 17 1.37 1.17 32 0.23 0.03 4
0.38 0.18 16 0.48 0.28 21 0.96 0.76 31
0.42 0.22 19 0.11 -0.09 8 0.2 0 1
0.85 0.65 29 0.03 -0.17 15 -0.02 -0.22 18
0.23 0.03 3 0.83 0.63 28 0.03 -0.17 14
0.36 0.16 13 1.39 1.19 33 0.87 0.67 30
0.7 0.5 26 0.68 0.48 25 0.3 0.1 9.5
0.71 0.51 27 0.3 0.1 9.5 0.31 0.11 11
0.13 —0.07 7 -0.11 -0.31 22 0.45 0.25 20
0.15 -0.05 5.5 0.31 0.11 12 -0.26 0.46 24
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Chapter 15: Distribution-Free Procedures

s,—n(n+1)/4  424-280.5 1435
Jn(n+D(2n+1)/24 313225 559665

P-value is P(Z > 2.56) = .0052 < .03, so we reject HO. There is statistically significant evidence that the true
mean difference between outdoor and indoor concentrations exceeds .20 nanograms/m’.

=2.56 . The upper-tailed

From the table, 5. = 424,50 z=

R 1 1 1 1 1 1 2 2 2 2 2 2
R, 2 2 3 3 4 4 l | 3 3 4 4
R, 3 4 2 4 2 3 %) 4 1 4 1 3
Ry | 4 3 4 2 3 2 4 3 4 1 3 1
D 0 2 2 6 6 8 2 4 6 12 1914
R, 3 3 3 3 3 3 4 A B 4 4 4
R; 1 1 2 2 - 4 1 1 2 2 3 3
R, 2 N 1 ) 1 2 2 3 1 3 1 2
R, | 4 2 4 1 2 1 3 2 3 1 2 1
D 6 10 8 14 " 150 18 (12nt 1457 14 «18 418 »20

When Hj is true, each of the above 24 rank sequences is equally likely, which yields the distribution of D:

B g L gt S g U U RN & T £ o L R0
p(d) | 124 324 1724 4/24 2/24 224 2/24 4/24 1/24 324 1/24

Then ¢ = 0 yields a = 1/24 = .042 (too small) while ¢ = 2 implies a = 1/24 + 3/24 = 167, and this is the
closest we can come to achieving a .10 significance level.

Section 15.2

1L

13.

15.

The ordered combined sample is 163(y), 179(y), 213(y), 225(»), 229(x), 245(x), 247(y), 250(x), 286(x), and
299(x), sow=5+6+8+9+10=38. Withm=n=3, Table A.14 gives P-value = Py( W = 38), which is
between .008 and .028. In particular, P-value < .05, so H, is rejected in favor of H,.

Identifying x with unpolluted region (m = 5) and y with polluted region (n = 7), we wish to test the
hypotheses Hy: pu; — = 0 vs. Hy: pty — p2 < 0. The x ranks are 1, 5, 4, 6, 9, so w=25. In this particular
order, the test is lower-tailed, so P-value = Po(W > 5(5+ 7 + 1) — 25) = Po( W= 40) > .053. So, we fail to
reject Hy at the .05 level: there is insufficient evidence to conclude that the true average fluoride level is
higher in polluted areas.

Let i, and u, denote true average cotanine levels in unexposed and exposed infants, respectively. The
hypotheses of interest are Hy: u, — tt3 = =25 vs. Hy: ) — u» <-25. Before ranking, —25 is subtracted from
each x; (i.e. 25 is added to each), giving 33, 36, 37, 39, 45, 68, and 136. The corresponding x ranks in the
combined set of 15 observations are 1, 3, 4, 5, 6, 8, and 12, from whichw=1+3+... +12=139. With m =
7 and n = 8, P-value = Py(W>7(7 + 8 + 1) — 39) = Py(W > 73) = .027. Therefore, H, is rejected at the .05
level. The true average level for exposed infants appears to exceed that for unexposed infants by more than
25 (note that A, would not be rejected using level .01).
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Section 15.3

17.

19,

21.

n=8, so from Table A.15, a 95% CI (actually 94.5%) has the form (%, ;. %y ) = (Ko ¥y ) - 1t easily
50+5.0 50+118 _  5.0+122

verified that the 5 smallest pairwise averages are =5.00, 8.40, e =8.60,
5.0+17. i ; . )
;29- =11.00, and SDJ;—IH =11.15 (the smallest average not involving 5.0 is

X isu%l—l—s =11.8), and the 5 largest averages are 30.6, 26.0, 24.7,23.95, and 23.80, so the confidence

{6) =

interval is (11.15, 23.80).

First, we must recognize this as a paired design; the eight differences (Method 1 minus Method 2) are
~0.33,-0.41,-0.71, 0.19, -0.52, 0.20, —0.65, and —0.14. With n = 8, Table A.15 gives ¢ = 32, and a 95% ClI

for up is (Fgaiya-3200 X)) = (Xisys X3m) -

Of the 36 pairwise averages created from these 8 differences, the 5" smallest is X;,=—0.585, and the
5™ largest (aka the 32™-smallest) is X3y = 0.025. Therefore, we are 94.5% confident the true mean
difference in extracted creosote between the two solvents, up, lies in the interval (—.585, .025).

m=n=5 and from Table A.16, ¢ = 21 and the 90% (actually 90.5%) interval is (d,(s),d,(z,) - The five

smallest x; — y; differences are ~18, -2, 3, 4, 16 while the five largest differences are 136, 123, 120, 107, 87
(construct a table like Table 15.5), so the desired interval is (16, 87).

Section 15.4

23.

25,

Below we record in parentheses beside each observation the rank of that observation in the combined
sample.

1 5.8(3) 6.1(5) 6.4(6) 6.5(7) 7.7(10)  r.=31
2 7109)  88(12)  99(14)  10.5(16) 112(17) 7. =68
3: 5.1(1) 5.7(2) 5.9(4) 6.6(8) 82(11) 1, =26
4 9.5(13)  1.0.3(15) 11.7(18)  12.1(19)  12.4(20)  ry =85

2 2 2 2
The computed value of kis & = . [31 +68°+26" +85

~3(21)=14.06 . At 3 df, the P-value is <
20(21) 5

005, so we reject Hy,

The ranks are 1, 3, 4,5, 6,7, 8, 9, 12, 14 for the first sample; 11, 13, 15, 16, 17, 18 for the second; 2, 10,
19, 20, 21, 22 for the third; so the rank totals are 69, 90, and 94.

2 2 2
= 221(223) [ﬁ + &4-34—] —3(23)=9.23; at 2 df, the P-value is roughly .01. Therefore, we reject

10769
Hy: 14 = pt, = p1, at the .05 level.
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27.
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1226

The computed value of F, is W(I 226)—3(10)(4)=2.60 . At 2 df, P-value > .10, and so we don’t

reject Hy at the .05 level.

Supplementary Exercises

29. Friedman'’s test is appropriate here. It is easily verified that , =28, r, =29, r, =16, r, =17, from
which the defining formula gives f. = 9.62 and the computing formula gives f, = 9.67. Either way, at 3 df
the P-value is < .025, and so we reject H, : @, = a, = a, =a,= 0 at the .05 level. We conclude that there are

effects due to different years.

31. From Table A.16, m = n =5 implies that ¢ = 22 for a confidence level of 95%, so
mn—c+1=25-22=1=4. Thus the confidence interval extends from the 4" smallest difference to the
4t largest difference. The 4 smallest differences are -7.1,-6.5, 6.1, -5.9, and the 4 largest are —3.8,-3.7,
—3.4,-3.2, so the Clis (-5.9,-3.8).

33
a. With “success” as defined, then Y is binomial with n = 20. To determine the binomial proportion p, we

realize that since 25 is the hypothesized median, 50% of the distribution should be above 25, thus
when Hy is true p = .50. The upper-tailed P-value is P(Y > 15 when Y ~ Bin(20, .5)) = 1 — B(14; 20, .5)
=.021.

b. For the given data, y = (# of sample observations that exceed 25) = 12. Analogous to a, the P-value is
then P(Y = 12 when Y ~ Bin(20, .5)) = 1 — B(11; 20, .5) = .252. Since the P-value is large, we fail to
reject H, — we have insufficient evidence to conclude that the population median exceeds 25.

35.
Sample: y X y y X x x y y
Observations: 3.7 40 41 43 44, 4.8 ' 49 51 56
Rank: 1 3 5 7 9 8 6 -+ 2

The value of W for thisdatais w' =3+6+8+9=26. With m =4 and n = 5, he upper-tailed P-value is
Py(W = 26) > .056. Thus, H, cannot be rejected at level .05.
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CHAPTER 16

Section 16.1

L All ten values of the quality statistic are between the two control limits, so no out-of-control signal is
generated.
3. P(10 successive points inside the limits) = P(1* inside) x P(2™ inside) x...x P(10" inside) = (.998)" =

9802. P(25 successive points inside the limits) = (.998)* = .9512. (.998) = 9011, but (.998)"’ = 8993,
so for 53 successive points the probability that at least one will fall outside the control limits when the
process is in control is 1 - .8993 = . 1007 > .10.

USL-LSL 3.1-29

= 1.67. This is indeed a very good
6o 6(.02)

a. For the case of 4(a), withe = .02, C,=

R 3.1-29
capability index. In contrast, the case of 4(b) with ¢ = .05 has a capability index of C, = 6(05) -

0.67. This is quite a bit less than 1, the dividing line for “marginal capability.”

USL-p_31-304_, . pu-LSL _3.04-29
30 3(.02) 30 3(.02)

b. For the case of 4(a), with u = 3.04 and o = .02,

2.33, 50 C,; = min{l, 233} = 1.
For the case of 4(b), with z = 3.00 and ¢ = .05,

USL—p _ 3.1-3.00 _ 67 and pu—LSL _ 3.00-2.9 _
3o 3(.05) 3o 3(.05)

.67, 50 Cy = min{.67, .67} = .67. Even using this mean-adjusted capability index, process (a) is more
“capable” than process (b), though C,, for process (a) is now right at the “marginal capability”

threshold.
¢. Ingeneral, Cy < C,, and they are equal iff 4 = E’—I-J;—USL i.e. the process mean is the midpoint of the
AT : LSL + USL
spec limits. To demonstrate this, suppose first that u = Lokl . Then

USL-p _ USL-(LSL+USL)/2 _2USL-(LSL+USL) USL-LSL _ i

3o 3o 6o 6o
~LSL
%i— = C,. In that case, Cx = min{C}, C,} = C,.
o
Otherwise, suppose u is closer to the lower spec limit than to the upper spec limit (but between the
-L e
two), so that u — LSL < USL — . In such acase, Cy = . . However, in this same case u <
LSL + USL - i el 7 —3LSL g (LSL+US3L) /2-LSL _ USL6— LSL _ C,. Thatis, Cu< Gy
o o o

Analogous arguments for all other possible values of x also yield Cp < C,.
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Section 16.2

7.

13.

2%

a. P(point falls outside the limits when u =y, +.50) =1~ P('uu <o 2 <,u‘.,+%_ci when u =,un+.5r:J
n n

=1-P(-3-5n<Z<3-5Vn) =1-P(-412<Z<1882)=1-9699=0301.

30

b. l—P(po-%<X'<pD+J;whcnp:pn—o) =1—P(—3+\/!-1<Z<3+J;;)

=1-P(~76<Z <524)=.2236

o

1= P(=3-2Vn <Z <3-2Vn)=1-P(-747< Z <~1.47) = 9292

$=12.95 and ¥ =.526, so with a, =.940, the control limits are
526

94045

evidence of an out-of-control process.

129543 =12.95+.75=12.20,13.70. Again, every point (X) is between these limits, so there is no

= Ll =96.54 , 5=1.264 , and a, =.952 , giving the control limits
24
2
96.54 +3 ;5;?6 ~96.54+1.63=94.91,98.17. The value of ¥ on the 22" day lies above the UCL, so the

process appears to be out of control at that time.

a. P(yu -2—'3-_12 <X <u+ 2'310 when =,uu] = P(-2.81 < Z <2.81) =.995, so the probability that a
n n

point falls outside the limits is .005 and ARL = F:}g =200.

I e e . = 2.8
b. P(a point is inside the limits) = P[,ur0 Fotlo <X <+ i when u = p, + g] = =
Vn Jn

p(-z.SI—J?; <Z<281-n)= P(-4.81 <Z< 81)[when n = 4] = ®(81)=.7910 =

: ’ Loy 1
p = P(a point is outside the limits) = 1 -.7910 = 209 = ARL = 5090 =478,

¢. Replace 2.81 with 3 above. For a, P(-3 <Z <3)= 9974, so p=1-.9974 =.0026 and

ARL = 0_(?:26 = 385 for an in-control process. When g = 44, + o as in b, the probability of an out-of-

control pointis 1 - P(-3 —vn <Z<3-n)=1-P5 <Z<1)=1-(1)=.1587, s0
I

ARL=——=06.30.
1587
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A273

15. X =12.95,1QR = 4273, k; =.990. The control limits are 12.95+3- 207 = 12.37,13.53.

Section 16.3

17.
2882 - o
- P = =2.84, by =2.058, and c4 = .880. Since n = 4, LCL=10and UCL
=284+ MZ_S‘I_] =284+3.64=0648.
2.058
b. 7=354,b,=2.844,and 3 = 820, and the control limits are
8 i
3545 3(820)(3-54) _ 3 544 3 06— 48,6.60.
2.844
19. 5 =1.2642, a, =.952, and the control limits are
1.2642 + 3(1.2642)y1 - (952 —1.2642 +1.2194 = 045,2.484 . The smallest s;is $20 = .75, and the largest
952 i :
is s = 1.65, so every value is between .045 and 2.434. The process appears o be in control with respect to
variability.
Section 16.4
o 78
e T A S x_*_.x,+...+xﬁ=£§: Thus -:5_‘__5_231_
3 p—):k e ”+___+ n n 100 SR aeRE B 23

.231)(.769
a. The control limits are .23143 (——l%——)-=.23ii.126=-105.-357»

b. Tll =.130, which is between the limits, but 1—30% — 390, which exceeds the upper control limit and .
0

therefore generates an out-of-control signal.

p),ie. 50p>3(1-F),ie.

LCL>0when p>3 Al P) .i.e. (after squaring both sides) 50p° > 9ﬁ(l -

n

(&)
s

= 3
53p>3=p=—=.0566.
ke

25. Sx =102, ¥ =408, and ¥+3WF =4.08+6.06=(-20,10.1). Thus LCL=0and UCL = 10.1. Because

no x; exceeds 10.1, the process is judged to be in control.
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27.  With u, ==L, the u, ’sare3.75,3.33,3.75, 550, 5.00, 5.00, 12.50, 12.00, 6.67, 333, 1.67, 3.75, 6.25, 4.00,
g
6.00, 12.00, 3.75, 5.00,8.33, and 1.67 fori=1, ..., 20, giving @ =5.5125 . For g =6,

ﬁi3ﬁ ~5.5125+9.0933, LCL = 0,UCL = 14.6. For g, = .8, Fi3\{£=5,5125i?,857 JCL=0,
g| g|

UCL = 13.4. For g, =1.0, Ei3JE —-5.5125+7.0436 ,LCL = 0, UCL = 12.6. Several w;’s are close 10
gl

the corresponding UCL’s but none exceed them, s0 the process is judged to be in control.

Section 16.5

31.

29. Y, =16, k=%=0.l}5. h=20, d, =max[0,dé_L+(I‘,—h6.05)]. ¢, =max (0, +(X, ~15.95)).

i %,—16.05 d; %,-15.95 e
1 ~0.058 0 0.024 0
2 0.001 0.001 0.101 0
3 0.016 0.017 0.116 0
4 0138 0 0038 0038
5 ~0.020 0 0.080 0
6 0.010 0.010 0.110 0
7 ~0.068 0 0.032 0
8 -0.151 0 _0.054 0054
9 -0.012 0 0.088 0
10 0.024 0.024 0.124 0
1 —0.021 0.003 0.079 0
12 -0.115 0 0015 0015
13 ~0.018 0 0.082 0
14 ~0.090 0 0.010 0
15 0.005 0.005 0.105 0

For no time r is it the case that d, > .20 or that e,

Connecting 600 on the in-control ARL scale to 4 on the out

> 20. so no out-of-control signals are generated.

-of-control scale and extending to the k' scale

Al2 .00
o from which Jn=2175=>n=473=s. Then connecting .87

ives K’ = .87. Thus k'= =
¢ o/dn_ 005/:n

on the ¥’ scale to 600 on the out-of-control ARL scale

h {%}(2,3} =[£%5)(2.8) =.00626..

2016 Cengage Learming. All Rights Reserved. May not
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Section 16.6

= ; .
3. For the binomial calculation, n = 50 and we wish

Ty NI TS ) o (50)
P(.¥32)=[01p{{lr[)]m+[ ; )p (1-p) +[ 2)p’(l—p)w when p= 01, .02, ..., .10. For the

[M T”SOO—M] [M ][SOO—M} (M}[SOO-M]
hypergeometric calculation, P(X <2)= L—L—-ﬂ—-t— _.l—_——f'q——-w- i——rﬁl——~ ,to be
500 500 (500
50 50 L 50
calculated for M= 5,10, 15, ..., 50. The resulting probabilities appear below.

P l .0l 02 .03 .04 05 .06 07 08 .09 10

Hypg. \ 9919 9317 8182 6775 5343 4047 2964 2110 1464 0994

Bin. ~ 9862 9216 8108 6767 5405 4162 3108 2260 1605 1117

i P(xs2) =(1?)01p" (-p)" {”:mj p'(1-p) +[120} p'(1-p)

03 .04 05 .06 07 08 09 10

p
9206 6767 4108 2321 1183 0566 0258 0113 0048 0019

For values of p quite close to 0, the probability of lot acceptance using this plan is larger than Ithat for the
previous plan, whereas for larger p this plan is less likely to result in an “accept the lot decision (the
dividing point between “close to sero” and “larger p” is someplace between .01 and .02). In this sense, the

current plan is better.

37. P(accepting the lot) = P(X; =0 or 1) * P(X,=2,X,=0,1,2,0r3) +P(X =3, X2=0,1,0r2)
=P(X, =0o0r 1)+ P(X, = 2)P(X;=0,1,2,01 N+ PX, = HP(X,=0,1,0r 2).

p=01: =.9106+(.0756)(.9984) +(.0122)(.9862) = 9981
p=.05: =.2794+(.26 1)(.7604) +(.2199)(-5405) = 5968
p=.10: =.0338 +(.0‘I?9_}[A2503)+[.1386)(,111?):.0688

39.
a. AOQ=pP(4)=pl(1-p)" +50p(1- p)° +1225p*(1-p)"]

08 09 10

06 .07

021 027 025 022 018 014 011

b. p=.0447, AOQL = .0447P(A) = .0274
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e. ATI=50P(4)+ 2000(1 = P(A4))

.06

ATI 713

202.1 418.6 679.9 9451 11888

Supplementary Exercises

41.

43.

n=6. k=26, X =10,980, ¥ = 42231,
3(15.4615)/1—(.952)°

S chart: '.5.4615t__[_—-———}——-(—-—)'—=15.46l5¢l4,9!41=.SS,30_3?

R chart: 4131

X chart based on 5 : 42231+

07 .08

1393.6 15593

UCL = 82.75

rl
22
1.7
2.1
2.1
13
1.7

1.8
2.1

1.6
1S

1.7
1.4
1.8
1.2
15
5.6
1.9

952
Mﬁ —41.31+4144,50LCL=0,
2.536
M-S—) = 402.42,442.20
95246
Y chart based on 7 : 422.3 liM =402.36,442.26
2.536:/6
i jl 5
1 50.83 1.172
2 50.10 854
3 50,30 1.136
4 50.23 1.097
5 50.33 666
6 51.20 854
7 50.17 416
8 50.70 964
9 49.93 1.159
10 49.97 A73
11 50.13 698
12 49.33 833
13 50.23 839
14 50.33 404
15 49.30 265
16 49.90 854
17 50.40 781
18 49.37 902
19 4987 643
20 50.00 794
21 50.80 2.931
22 50.43 971
214
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>3 J — r— _— ~ —
= 19.706 , 5 = 8957, IX,=1103.85, x = 50.175, a, =.886, from which an s chart has LCL =0 and

3(,8957),}1— 886)°
386 ( ) =2.3020, and s, =2931> UCL . Since an assignable cause is
5 §=.7998, X¥=50.145.

assumed to have been identified we eliminate the 21* group. Then Zs,=16.77
The resulting UCL for an s chart is 2.0529, and s, <2.0529 for every remaining i. The X chart based on §

3(.7988)

UCL = 8957+

All X, values are between these limits.

has limits 50.145+ —48.58,51.71.

n, =4(16)+(3)(4)=76, InX, =32,7294, ¥ =430.65,
- Bl =1 2 D b
= "("—)—’_ = M =590.0279 ,805= 242905, For variation: when n =3,
Z’(ni i l) 76-20
3(24.2905) 1-(.886)"
._-————8—38—-———'_ —=24.29+38.14=6243; whenn=4,

3(24.2905)J1-(.921)’
_(—————]-—-—(——-]—' =24.29+30.82= 55.11. For location: when n = 3

921
430.65+ 47.49 =1383.16,478.14 ; when n = 4, 430.65139.56= 391.09,470.21.

UCL =24.2905+

UCL =24.2905+

215
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